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INTRODUCTION

PHOTOVOLTAIC ELECTRICITY FOR

SUSTAINABLE DEVELOPMENT

“But there is always the sun [...]. From a
power standpoint the outlook for the future
is not too dark for optimism.”

Leslie A. White, 1943 [1]
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1. ENERGY ENABLES HUMAN DEVELOPMENT

Introduction

The link between human development and access to energy is fundamental to describe the evolu-
tion of humankind and, maybe even more importantly, to define policies for a brighter future. In
order to tangibly characterize this relationship, one can first look at the works of Leslie A. White,
an American anthropologist from the mid-20th century. Adhering to the cultural evolution the-
ory, White had been trying to comprehensibly describe the development of humankind from its
early stages up to the technological advancements of the last century. His theory is extensively
described in the paper “Energy and the Evolution of Culture” [1] published in 1943, which starts
with an eloquent statement: “Everything in the universe may be described in terms of energy”.

In [1], White studies the evolution of culture with respect to access to energy. To him, cul-
ture is a kind of behavior associated to symbolism [2], which “man [. . . ] is the only creature to
possess [and which] purpose is to serve the needs of man”. Two “law[s] of cultural development”
are exposed: “cultural development varies directly as the amount of energy per capita per year
harnessed and put to work” and “as the efficiency of the technological means with which the har-
nessed energy is put to work”. Crudely transposing these statements to current concepts, White
has demonstrated that human development progresses due to increased total primary energy sup-
ply per capita (TPES) and improved energy efficiency. These laws are then applied by White to
identify several stages of development, from the state of “savagery”, when people only had food
energy to put to work, until the “civilization” that emerged in the late 18th century and relies on
fuels and engines.

White’s theories on cultural development are still subject to debate. However, the link between
access to energy and human development (in terms of progress, quantified using well documented
indexes adapted to our current society) is unarguably accepted, as this introductory chapter will
first investigate on the global scale. The emerging threats to human development originating from
climate change, strongly associated with the production and use of energy, will then be shortly dis-
cussed. Secondly, the potential benefits of increased renewable and especially solar energy from
photovoltaics (PV) in the world energy mix will be introduced, as well as the current shortcomings
of PV. Finally, this thesis aims and outline will be introduced.

1 Energy Enables Human Development

1.1 A Global Look at Energy Needs

The link between human development and energy use has been notably investigated by Goldem-
berg et al. [3] in 1985. The authors showed at that time that the physical quality of life (PQLI, an
index based on infant mortality rate, life expectancy and literacy) was directly linked to the energy
use per capita in a given country, up to 1 kWh (per hour per capita, i.e. 8.8 MWh/year/capita).
Above this threshold, only marginal gains in PQLI were observed for further increases of primary
energy use per capita.

A more up-to-date analysis can be made using data from the World Bank [4] and the United
Nations (UN) [5]. Figures for the year 2014 (last extensively documented year available) are used
from now on. The Human Development Index (HDI) is chosen as an indicator for the quality of life.
HDI is computed based on life expectancy at birth, gross national income per capita and education
level, and HDI values lie in the interval [0,1], the higher the better. The energy requirements are
quantified by the “energy use” provided by the International Energy Agency (IEA, [6]) and which
corresponds to the total primary energy supply (TPES) per capita per year for a given country.
Figure 1 shows the HDI for 129 countries from 7 different geographical regions as a function of the
energy use.

First, let us have a look at some global figures, the dashed lines in Figure 1 show the world av-
erages for energy use and HDI. In 2014, the world population was about 7.27 billion people, which
were using a total of approximately 1.6×105 TWh per year of primary energy, so an average human
on planet Earth required about 22 MWh of energy per year (a number close to the average in Croa-
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tia or in Thailand for instance). As a comparison, French people require 43 MWh per year, while
in the US the average lies at 81 MWh per year per person. Concerning HDI, the global average in
2014 was 0.702, a value which lies in the “high development” classification of the UN but obviously
hides tremendous inequalities, most African countries lying far below this value.

Fig. 1: Human development index versus energy use for 2014 in 129 countries. Countries are sorted by
geographical regions as defined by the World Bank (see inset map). Dashed lines show the world average

for HDI (0.702) and energy use per capita (22.3 MWh per year) in 2014 [4, 5].

Looking now at the distribution of situations for the data shown in Figure 1, the analysis is quite
similar to the one drawn by Goldemberg et al. more than 30 years earlier: HDI is directly linked to
the energy use per capita, at least until a threshold value (roughly 30 MWh/year/capita), above
which most countries are in a high to very high development state and the correlation between
HDI and energy use vanishes. The UN recognized the key role of energy for human development
when setting the 17 Sustainable Development Goals [7]: goal number 7 is entitled “Affordable and
clean energy” especially targeting “universal access to affordable, reliable and modern energy ser-
vices” by 2030. From these values and in a (utopic) naive analysis, a global increase of the energy
use per capita and a better repartition of energy would allow all countries to obtain high develop-
ment, according to the standards of the UN.

However, the previous analysis fails to properly describe the energy requirements for human
development, as has been pointed out by Arto et al. [8]. Indeed, aggregating the energy supplied in
a geographical region does not express a country’s real energy footprint: our globalized economy
implies that for most developed countries, a large amount of energy needed to produce food or
goods is actually produced and consumed in other parts of the world. The study by Arto et al.

3



1. ENERGY ENABLES HUMAN DEVELOPMENT

shows that the threshold to achieve very high development (HDI> 0.8) is higher by 13% when
considering energy footprint instead of energy use. Moreover, refinements in the quality of life
index to better describe the situation in low human development countries, as recently attempted
by Nadimi and Tokimatsu [9], shows that increases in energy use does not immediately prompt
improvements in quality of life.

Finally, studies at the scale of entire countries do not capture inequalities among the coun-
tries’ own population, and these inequalities are not restricted to developing countries. As an
example, one can have a look at data for France, although it is a wealthy country. In 2013 ac-
cording to a study by the French Service for observation and statistics [10], 3.2 million households
(representing around 7.8 million people), where affected by “fuel poverty” according to the “Low
income/high costs” indicator developed for the government of the United Kingdom in 2012 [11].
These households mostly consist in tenants, families with children and unemployed people. The
study reflects that in developed countries, although most people benefit from access to energy,
related expenses (e.g. fuels for heating or transportation) negatively affect vulnerable people.

1.2 The Haunting Issue of Global Climate Change

Global climate change due to human activities is a scientifically demonstrated fact, as it has been
stated by the Intergovernmental Panel on Climate Change (IPCC, 5th assessment report, Summary
for policymakers” of the Working Group I “The Physical Science Basis” [12]). It has been recog-
nized as a global threat by almost all countries, and policies are being implemented to reduce the
magnitude of global warming and its potential effects around the world, notably through the Paris
climate agreement [13]. While both the causes and effects of climate change are too numerous to
even evoke in this short introduction (and have most certainly not all been identified yet), let us
focus on the basics: global warming is mostly driven by a raise in “anthropogenic radiative forc-
ing”. In other words, the net energy balance in the Earth’s atmosphere is increasing, mostly due to
enormous emissions of greenhouse gases from human activities.

Continuing on the issue discussed in this introduction, let us rapidly highlight how global cli-
mate warming constitutes a tangible threat to human development (just one of the many conse-
quences that are foreseen or already set in motion).

In its 2007 “Human Development Report” [14], the UN identified five intertwined challenges
coming from the effects of global warming on developing countries or, more generally, on the
poorest and most vulnerable people in the world’s population: (i) agricultural productivity will
drop in many regions due to amplified and more frequent extreme climate events such as drought
and floods, threatening poor population relying directly on local agriculture. Similarly, (ii) water
resources will be redistributed on global and regional scales, threatening supplies for both irri-
gation and consumption. (iii) Both the sea level and the surface water temperature are rising,
thus endangering coastal populations (sometimes whole insular countries) who will suffer even
more from extreme weather events like hurricanes. (iv) Local ecosystems, which represent a large
(sometimes unique) source of food and income, will be destroyed. (v) Diseases, especially in trop-
ical regions, will likely affect a growing number of people. In a recent report [15], the World Bank
predicts that climate change and its effects will lead to the greatest internal migrations in human
history, leading up to 140 million people to move to more habitable areas in their respective coun-
tries.

In order to assess the level of threat that countries are facing due to global climate change, in-
structive insights are given by the Notre-Dame Global Adaptation Initiative (ND-GAIN) [16]. This
program has been launched in 2013 and evaluates vulnerability and readiness for adaptation in the
context of global warming, based on numerous statistical data. Vulnerability is computed through
an aggregation of threats in the “life-supporting sector”, namely water, food, health, ecosystem
services, human habitat and infrastructures. All these sectors are indeed threatened and overlap
well with the risks pointed out by the UN, as synthesized in the last paragraph. For each sector,
the exposure of a given country to climate change threats are assessed, as well as the sensitivity
and adaptive capacity of the country to these pressures. On the other hand, a country’s readiness
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is computed from three aspects: economic strength (ability to invest in new adaptive infrastruc-
tures), a favorable governance system (willing to impulse the required changes through strong
policies) and a favorable social context (e.g. high education level or innovation capabilities) en-
couraging equitable use of investments.

These scales are used to classify countries in four categories as represented in Figure 2. A cor-
relation between vulnerability and readiness is observed as the statistical data aggregated by both
index is interrelated. Countries in the upper-left quadrant (most sub-Saharan and south Asian
countries) are the most threatened by climate change: they show both a high vulnerability and
low readiness, and international support should be focused on these populations to avoid poten-
tial major humanitarian disasters.

On the contrary, most countries from Europe, Central Asia and North America fall in the lower
right quadrant. This distribution reflects the idea that most developed countries generated a
global threat that will mostly impact populations from the economic South. The ND-GAIN anal-
ysis may help international bodies decide where efforts should be focused in order to secure the
futures of as many people as possible.

Promoting human development at the global scale thus requires mankind to address big chal-
lenges, and two of them have been highlighted: providing energy to all and reducing the magni-
tude of climate change and its effects.

Fig. 2: Vulnerability versus readiness for 2014 in 180 countries. Countries are sorted by geographical
regions as defined by the World Bank (see inset map). Dashed lines show the median values among

countries [16].
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2 Aim for the Sun!

Let us now go back to the works of Leslie White – who, in 1943, could obviously not have been
aware of climate change. In his aforementioned paper [1], two remarkable possibilities for future
stages of development for mankind are envisioned. Indeed, White first assumes that this next
stage could rely on the emerging (at that time) atomic energy. However, as atomic energy was only
in its emergence in the early 40s, White highlights the abundancy of another source of energy that
might become “our chief source of power in the future”: solar energy.

To support this idea, White cites the work of Clifford C. Furnas, professor in chemical engi-
neering at Yale University. Furnas gave one of the earliest review of modern sources of energy in
1941 [17]. The possibility for “Direct utilization of solar energy” is in particular discussed, and
Furnas gives the following order of magnitude: “the average intensity of solar energy in this lati-
tude [41°] amounts to about 0.1 of a horse power per square foot”, or around 800 W/m2 in SI units.
Then, “photoelectric cells” are debated – as a tool to directly convert solar energy to electricity, but
Furnas recalls that photovoltaic cells where at that time operating at “microscopic efficiency”, and
that “revolutionary improvements” were required to improve this technology.

These revolutionary improvements have taken place: at the end of 2017, the global cumulative
PV capacity was 403 GWp [18], and 25% of it was installed during 2017, indicative of a colossal
growth of the market pushed by China. The annual electricity production over the same year was
close to 500 TWh, accounting for 2% of worldwide generation.

A possible solution to our challenges, even if incomplete, can be envisioned using solar energy
harnessed through PV systems.

2.1 PV Systems Deliver Electricity

It is sometimes valuable to restate the obvious: PV systems directly convert solar energy to elec-
tricity, a very important property to address the problem of energy poverty. Indeed, energy poverty
not only reflects the lack of access to energy (in terms of energy use per capita as discussed previ-
ously for instance), but also to the difficulties encountered to access affordable, reliable and high-
grade energy. In his overview of energy poverty [19], Gonzalez-Eguino stresses that energy poverty
is usually characterized by a lack of choice: the only available resources for cooking and heating
often consist of solid or liquid fuels, which affect the safety and health of population (especially in

Fig. 3: Number and repartition of people lacking access to electricity in the world. Area of color pies
proportional to total population. Data for 2014 from the World Bank [4].
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rural areas) and are not always cheaper than other potential sources. In this perspective, access to
electricity represents an essential step forward: electrification is an enabler for education (lighting
in schools, access to modern media), health and safety (water pumping, refrigeration, electrical
heaters for reduced indoor pollution, modern medical services and facilities), and economic de-
velopment (emergence of local micro-businesses, upgraded tools for farming or transforming raw
materials).

In 2014, 1.1 billion people had no access to electricity, according to the data from the “Sustain-
able Energy for All” program run by the World Bank [4]. The current electrification rate in different
geographical regions is depicted in Figure 3. Unsurprisingly, the electrification rate in Europe,
Central Asia and North America is essentially 100%. On the other hand, the worst situations are
found in South Asia and sub-Saharan Africa, where respectively 20 and 63% of the population still
lacks access to electricity, accounting for a total of 955 million people. For other regions, around
3% of people are deprived of access to electricity. Globally, most of the people lacking electricity
(90%) live in rural regions. Tremendous work is still required to electrify these regions, where the
population is expected to substantially grow in the next decades according to projections from the
UN [20]. For most of these countries, renewable energies – such as solar energy converted with PV
systems – represent a solution to achieve a higher level of development.

2.2 Unique Attributes of Photovoltaic Energy

Besides the fact that PV technologies deliver electricity, a few other unique properties of this en-
ergy have to be highlighted with respect to the challenges raised by energy needs and climate
change.

Solar energy is dispersed at the global scale. Yearly solar energy at ground level exceeds the to-
tal annual energy demand of mankind by orders of magnitude [21]. However, the most prominent
advantage of solar energy may come from its distribution at the global and local scale. The world
map in Figure 4 (obtained from the “Global Solar Atlas” [22]) shows the global solar irradiation:
countries from the economic South actually benefit from a high potential. Therefore, PV systems
can provide electricity to large portions of the world population still lacking energy. In addition,
while large electric networks may require major public investments (and therefore strong gover-
nance and economic conditions), PV systems may be deployed locally, to self-sufficiently power a
household or a village for instance.

Fig. 4: World map of solar horizontal irradiation with a spatial resolution of 1 km [22].
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PV technologies deliver low-carbon electricity at competitive costs. Let us first rapidly discuss
the competitiveness of PV electricity. High prices of PV installations have for a long time required
many countries to support their development through feed-in tariffs or capital subsidies [23].

Fig. 5: Lifecycle GHG emissions for the major
electricity supply technologies, adapted from the

IPCC 5th assessment report [24].

However, the prices of PV systems (and con-
sequently of the levelized cost of electricity,
LCOE) have considerably decreased in recent
years. The observed “learning curve” of PV
industry (from 1976 to 2017) shows that each
doubling of cumulative PV module shipments
has been accompanied by a 22.8% decrease
in average module sales price [25]. In 2017,
the average crystalline silicon solar cell mod-
ule price lay at only 0.34 $/Wp. Recent years
have however seen large fluctuations of the
market: production overcapacities in China
have pushed module prices far below the long-
term trend and future evolutions might be-
come more moderate. Moreover, module costs
now represent only a mere half of the total
costs (for large PV systems, above 100 kWp):
decreasing module prices will ultimately have
much less effect on the LCOE.

Finally, the advantages of photovoltaic en-
ergy have to be discussed with respect to the
issue of global climate change. Indeed, in 2014
the energy sector alone accounted for 68% of greenhouse gases emissions, essentially through car-
bon dioxide (CO2) according to the IEA [26], and a substantial decrease of emissions can only be
envisioned through a radical conversion to low-carbon energy sources. Obviously, such change
would be beneficial to reduce the extent of global warming and its consequences for our societies.

Figure 5 shows the lifecycle greenhouse gas (GHG) emissions for the main electricity supply
technologies [24]. Coal and gas, which account for 60% of the world electricity generation [27],
emit respectively 820 and 490 gCO2eq per kWh of electricity (median value), and most of this
comes directly from direct emissions. These values are one order of magnitude higher than the
median values for all renewables resources (with the exception of biomass). For renewable re-
sources, none of the GHG emissions are direct but rather come from indirect sources (e.g. methane
release from hydropower reservoirs) or from the infrastructure and supply chain.

Focusing on renewable resources, PV technologies are considered low-carbon electricity sources
with median values of lifecycle GHG emissions at 48 gCO2eq/kWh for utility scale installations and
41 gCO2eq/kWh for rooftop PV. However, these values make PV twice as carbon-intensive than hy-
dropower and four times more than wind power.

2.3 Photovoltaic is not the Sole and Universal Solution

The dark picture of the world’s situation previously depicted in terms of unequal energy access,
and unequal levels of threats from global climate warming is alarming. However, global and local
solutions are within reach, provided that policymakers recognize the current emergency. Large
improvements in human development, in particular for the poorest populations, can be expected
from the development of renewable energy in general, and notably photovoltaic electricity through
decentralized systems for underdeveloped or remote areas. Obviously, the large-scale develop-
ment of photovoltaic energy is not the only solution to address the highlighted challenges. From
the figures previously emphasized, making PV a major contributor in the global energy mix re-
quires this industry to reach the terawatt-scale. Several challenges have to be addressed to achieve
this level, as illustrated by two current limitations: (i) material scarcity and (ii) solar intermittence.
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The first limit comes from PV technologies themselves: expansion of technologies currently on
the market is limited by one or more of their components [28]. Focusing on the case of crystalline
silicon solar cells, which represent more than 90% of the market [23], the current limiting mate-
rial is silver, used for electrical contacts. Assuming some hypotheses on module production and
without technological shifts, full silver depletion would occur in less than 20 years. Other tech-
nologies could continue growing for a longer time, but would eventually lead to lower maximum
wattage. Lowering silver consumption per kWp in the next years therefore appears essential to
ensure continued large-scale deployment of crystalline silicon solar cells.

On the other hand, the challenge of intermittence is intrinsic to the solar resource. For grid-
connected PV systems, the challenge lies in the management of the electric grid. Indeed, large
variations in total PV electric production need to be matched with complementary variations
from other sources, or with a balance from storage systems both on a short- (minutes or hours)
and long-term timescale (days or weeks). Studies on the large evolutions of the world energy mix
have been launched for a long time to define the adequate shares of PV production, even up to
100% renewable energy mixes. In one scenario [29], the Lappeenranta University of Technology
envisions a total installed capacity of 12.7 TWp of PV worldwide in 2030, supplying around 40% of
the forecasted total energy demand. Meanwhile, this large share of PV relies on large amounts of
storage with various technologies, in particular batteries for a total capacity of 9.9 TWh (account-
ing for 75% of the stored electricity). However, 100% renewable energy mix scenarios are raising
concerns on the grounds of feasibility evaluations [30]. Off-grid installations are of greater interest
regarding the previous analysis of electricity needs for development. Even though off-grid systems
represent niche markets in developed countries, they are of tremendous importance in develop-
ing countries, where traditional grids are not yet deployed nor reliable [23]. Scalable off-grid PV
(from pico-systems to regional grids) now represent a solution for universal electricity access [31],
but require adapted storage technologies, as well as support from policy-makers to motivate in-
vestments from the private sector.

As a conclusion, sustainable development for all through large-scale PV deployment requires
continued technological improvements both in PV and storage systems. Efforts currently focus,
in particular, on raising the energy density of PV systems through increased solar cell efficiency.
As an example (among many others), photogeneration of electrical carriers in silicon solar cells
can be promoted by improving the optical properties of the front absorber surface, for instance
through nanotexturing.
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3 Thesis Aim and Outline

This thesis has been executed in the framework of the Project A “Silicon solar cells” of the Institut
Photovoltaïque d’Île-de-France (IPVF) and in collaboration with the Laboratoire de Physique des
Interfaces et Couches Minces (LPICM, CNRS, Ecole polytechnique). Project A aims to develop
and implement innovative building blocks for high-efficiency silicon based solar cells, with the
potential to be included in tandem structures with an efficiency above 30%.

The aim of the thesis was to develop, understand and optimize plasma texturing of silicon
at the nanoscale for light management in PV applications, using an innovative plasma excitation
method named Tailored Voltage Waveforms. This document is structured in the following manner:

• Chapter I first gives a brief state of the art for the theoretical and experimental background
on reactive ion etching and nanoscale texturing of silicon for PV applications. The main
processing and characterization tools used during this thesis will also be rapidly depicted.

• Chapter II focuses on the use of Tailored Voltage Waveforms excitation in a capacitively cou-
pled radiofrequency discharge reactive ion etching system. The effects of Tailored Voltage
Waveforms in the case of an SF6/O2 discharge will be especially investigated, this chemistry
being later used for silicon texturing.

• Chapter III explores the plasma-surface interactions taking place during etching of silicon
using an SF6/O2 discharge, and elucidates some universal trends using tailored voltage wave-
forms excitation. Finally, a demonstration of the interest of using TVWs for texturing is given.

• Chapter IV further investigates the optical and electronical properties of silicon surfaces
nanotextured using the developed plasma process. Again, some universal trends are ob-
served and together with the observations made in the previous chapter can be translated
to design rules for dry texturing processes applied to PV technologies.

General conclusions are finally drawn from this thesis work, and possibilities for further re-
search are outlined.
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THEORETICAL AND EXPERIMENTAL
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I. THEORETICAL AND EXPERIMENTAL BACKGROUND

Introduction

Before detailing the specific scientific background, it is useful to give a very synthetic description
of a silicon solar cell, both to link the work with the previously outlined context and to clarify its
purpose.

A solar cell is primarily an energy conversion system: it converts electromagnetic energy into
electrical energy and relies on the photovoltaic effect. This effect has first been described in 1839
by the physicist Alexandre-Edmond Becquerel: photons are absorbed into a material creating
electron-hole pairs that are separated and transmitted to an external load. Let us rapidly remind
how current standard silicon solar cells are designed and operate, with a focus on optical aspects
relevant to the present work. More details on the physics of solar cells can be found in [1].

Most silicon solar cells in the market are based on the “Aluminium Back Surface Field” (AlBSF)
architecture, with a gradual shift to an upgraded version [2], namely the “Passivated Emitter and
Rear Cell” (PERC), schematically described in Figure I.1(a). The cell is composed by a p-doped
silicon absorber (around 200µm thick) with a thin n+ emitter and rear p+ region creating a back-
surface field near contacts. The front surface is textured (for anti-reflection and light-trapping
purposes), and covered by passivation layers (to prevent carrier recombination at the surface) and
anti-reflective coatings (ARC). A passivation layer is also present at the rear side (absent in the
AlBSF architecture). Silver contacts arranged in fingers and busbars are present at the top surface
(facing the Sun) and the back surface is covered by an aluminium contact with local openings of
the dielectric passivation layer.

Fig. I.1: (a) Simplified schematic of a PERC solar cell; (b) model I-V characteristic under illumination and
(c) AM1.5g solar spectral photon flux.

Photons absorbed in the silicon create electron-hole pairs, which are separated and extracted
respectively at the front and back contacts. The operation of a solar cell is commonly described
by its I-V characteristic under illumination, see Figure I.1(b). Four important metrics are derived
from this curve: the open-circuit voltage Voc (mV), the short-circuit current Isc (mA), the fill factor
F F (%) and finally the efficiency η (%), with the following relationship:

η= VmpImp

Pin
= VocIscF F

Pin
(I.1)

where Pin is the input solar power and Vmp (respectively Imp) is the voltage (respectively current)
at maximal power.

For non-concentrating photovoltaics (PV), the input power only depends on the solar spectral
irradiance defined by the AM1.5g standard depicted in Figure I.1(c) [3]. The crucial challenge to
obtain the highest efficiency from a device lies therefore in the minimization of losses. The present
work is dedicated to the study and improvement of an innovative solution to reduce optical losses
(i.e. taking place before photon absorption) in silicon solar cells, using plasma texturing of sil-
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icon at the nanoscale. Implementation of the building block into a device additionally requires
studying the influence of this new process on subsequent manufacturing steps.

This chapter will therefore give an overview of the state of the art in two specific fields. In
section I.1, capacitively coupled plasma radio-frequency (CCP-RF) discharges, a type of plasma
processing reactor, will be described with an emphasis on the case of silicon etching. Section I.2
will then detail fabrication methods and properties of “black silicon” (b-Si), a type of nanostruc-
tured silicon surface. The focus will be put on optoelectronic properties, particularly of interest
for PV applications. In both parts, descriptions of the main processing and characterization tools
used in this work will be given.

I.1 Reactive Ion Etching of Crystalline Silicon

Reactive ion etching (RIE) is a surface processing method in which a substrate is exposed to a
plasma. The discharge provides chemical species (including ions and radicals) that interact with
the substrate surface in different manners and lead to the removal of a controlled material volume.
The most important feature in this type of process is the possibility to achieve highly selective and
anisotropic etching. In particular, RIE plays a paramount role in the field of microelectronics as it
has allowed continued reduction of component sizes in electronic chips [4].

I.1.1 Fundamentals of CCP-RF Discharges

I.1.1.a What is a plasma?

Plasma is often called the “fourth state of matter”: in its earliest definition, it is a fully ionized
gas comprising both positive and negative particles. By extension, partially ionized gases are also
called plasmas and most common applications fall in this category, including capacitively cou-
pled radio-frequency (CCP-RF) discharges. This state of matter has first been described by Irving
Langmuir at the beginning of the 20th century [4, 5] and is characterized by the collective behav-
ior of free charged particles moving in random directions, the medium remaining quasi-neutral.
Plasmas usually contain many different types of species: neutral atoms or molecules (background
gas), ions, radicals and free electrons. All the species can interact, usually through many different
reactions.

It is interesting to recall that stars, nebulae, auroras or lightning are naturally occurring plas-
mas. On the other hand, numerous artificial applications use plasmas, even in our daily life.
However, as it may be expected, these plasmas have very different properties and a first sort-
ing can be made as a function of the density of charges and electron temperature [4]. Natu-
rally occurring plasmas can be found at both extremes of these scales: star cores are both high
temperature (around 107 K) high density (above 1028 electrons ·m−3) plasmas. In contrast, in-
terstellar plasmas have a very low density (around 106 electrons ·m−3) and low temperature (be-
low 1000 K). On the other hand, artificial plasmas are usually low temperature (except for fusion
plasma), but cover a wide range of densities, from around 1016 electrons ·m−3 for glow discharges
up to 1024 electrons ·m−3 for “thermal” plasmas like electrical arcs.

Crudely speaking, plasmas are especially used for three peculiar properties: (i) plasma dis-
charges emit photons through de-excitation of metastable neutral particles (e.g. fluorescent lamps
or plasma displays); (ii) they contain charged particles that can be driven in a precise manner
through the application of electric and/or magnetic fields (e.g. etching, fusion) and (iii) they gen-
erate a wide variety of chemically active species (suitable for etching or deposition).

In the following, some basic features of capacitively coupled plasma (CCP) discharges pow-
ered by a radio frequency (RF) voltage signal will be recalled without demonstration. Thorough
explorations of RF discharge plasmas can be found for instance in the books by Lieberman and
Lichtenberg [6] and in Chabert and Braithwaite [7].

Focusing on the matter of interest for the present work, glow discharges are obtained by apply-
ing a continuous (DC) or alternating (AC) electrical excitation to a neutral gas. A few free electrons
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are created inside the neutral gas at any time (due to cosmic rays): this initial charge is then ac-
celerated by the electrical field (induced by the applied voltage), and may collide with another
neutral particle, creating an avalanche breakdown – provided proper conditions of pressure and
power especially. After this event, the discharge can be sustained with the applied electrical exci-
tation which supplies the discharge with energy lost in collisions of charged species with walls or
neutrals.

Basic reactor design. CCP discharges powered by an RF electrical excitation are widespread in
both research and industry. A simplified schematic of a basic system is shown in Figure I.2. Single
frequency CCP-RF reactors typically consist of two parallel electrodes, one being powered by an RF
voltage (powered electrode, PE), while the other one is grounded (GE). A gas mixture is introduced
in the reactor chamber to supply species that will later be ionized. The RF domain covers the
range from approximately 1 to 500 MHz, and these frequencies are mostly used for radio commu-
nications. However, specific frequencies (bands around 13.56, 27.12 and 40.68 MHz in particular)
have been set aside by the International Telecommunication Union for industrial, scientific and
medical applications (ISM band [8]).

Fig. I.2: Basic schematic of a CCP reactor (vacuum components are in particular not depicted).

A last important feature of low-density CCP plasmas: they are not in thermodynamic equi-
librium. Indeed, electrons are heated due to the applied RF voltage (mechanisms discussed in
the next section) typically up to 3-5 eV. In turn, they exchange thermal energy through collisions
with other particles, both inelastic (e.g. ionization) and elastic. In the latter case, energy exchange
is most efficient between particles of similar masses. Since electrons are at least three orders of
magnitude lighter than ions, the latter are not efficiently heated. However, an equilibrium can be
reached between particles of similar nature, so that it is possible to define a temperature for elec-
trons Te and ions Ti taken separately. Ions remain at a temperature close to the temperature of
the background gas (room temperature, i.e. around 30 meV, with no other source of heating). The
bottom line is that in low-density discharges: Te À Ti ∼ TR (with TR the room temperature).

RF sheaths. The plasma itself is present between the two electrodes and is quasi-neutral: the
densities of positive ions ni (here we consider electropositive discharges with single charged ions)
and electrons ne are approximately equal. However, the neutrality is broken near walls (electrodes
or processed substrate): the space comprised between the plasma and the surface is called space
charge “sheath”. The latter is present in all plasma discharges due to the difference of velocity
between electrons and ions. The origin of the sheath is the difference of velocity between elec-
trons and ions: a simplified explanation of its creation can be attempted. Without considering
how the plasma is produced, let us consider a uniform neutral plasma between two grounded
electrodes, the potential will be uniformly zero across the domain. Electrodes act as sinks for the
randomly moving charged particles. Particles will first move only due to their thermal energy,
i.e. (kBTe/me)1/2 for electrons (mass me) and (kBTi/mi)1/2 for ions (mass mi), assuming Maxwell-
Boltzmann energy distributions, where kB is the Boltzmann constant. Ions move much slower
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than electrons since me/mi ¿ 1 and Te À Ti. Thus, a small positively charged region will rapidly
be created between the plasma bulk and the electrodes. An electric field pointing from the plasma
to the walls forms and confines the electrons inside the plasma while attracting the ions to the elec-
trodes: the sheath is the region where this electric field builds up. Due to this electric field, positive
ions are extracted from the plasma bulk and accelerated towards the walls: thus, the kinetic energy
of ions in the sheath becomes much larger than their average energy inside the plasma bulk. The
expansion of the sheath is limited to a few Debye lengths, λDe, corresponding to the distance of
electrical screening of an electrostatic potential in the plasma region:

λDe =
√
ε0kBTe

nee2 (I.2)

where ε0 is the vacuum permittivity, kB the Boltzmann constant and e the elementary charge.
As has already been pointed out, the large mass difference between ions and electrons induces

very different behaviors. In particular, a response time to variations of the electric field can be
defined for each type of particles (for ions this characteristic time is relevant in the vicinity of the
sheath edge):

τe,i = 2π

√
me,iε0

ne2 (I.3)

Taking a simple case for numerical applications, we consider an Ar plasma, with a density
ne = 1×1016 m−3 and an electron temperature kBTe/e = 5V. In this case, we obtain λDe ≈ 0.16mm
(to be compared with the inter-electrode distance, usually in the order of several centimeters),
and the characteristic response times are: τe ≈ 1ns and τi ≈ 300ns. For a 13.56 MHz RF voltage,
the characteristic electric field variation time is T0 = 1/ f0 ≈ 73ns, and we have τe ¿ T0 ¿ τi. The
electrons will therefore be able to respond to instantaneous variations of the electric field while
the ions will respond to the average value.

DC self-bias. In CCP-RF discharges, due to the grounding of the reactor walls, the area of the
powered electrode is usually smaller than the total grounded area. A negative DC self-bias, VDC,
thus builds up on the powered electrode – provided the presence of a blocking capacitor. A sim-
ple computation can be made to obtain VDC using Kirchhoff’s law as has been done by Schulze
et al. [9], at any time t :

Ṽ (t )+VDC = Ṽsp(t )+ Ṽsg(t )+ Ṽb(t ) (I.4)

where Ṽ is the voltage waveform (i.e. RF component on the voltage on the powered electrode),
Ṽsp (respectively Ṽsg) the voltage drop at the powered (respectively grounded) sheath and Ṽb the
voltage drop in the bulk.

Taking the extreme cases in consideration – maximal and minimal values of Ṽ as illustrated in
Figure I.3(a,b) – the following set of equations is derived (assuming an identical - absolute - bulk
voltage drop Vb0):

Vmax +VDC =V min
sp +V max

sg +Vb0 (I.5)

Vmin +VDC =V max
sp +V min

sg −Vb0 (I.6)

It is now possible to isolate VDC – also illustrated in the time-averaged situation in Figure I.3(c)
– by introducing the symmetry parameter defined as the absolute ratio of the maximal voltage
drops in the grounded and powered sheaths, ε= |V max

sg /V max
sp |. Using Equations (I.5) and (I.6), the

final expression for VDC is therefore:

VDC =−Vmax +εVmin

1+ε +
V min

sp +εV min
sg

1+ε + 1−ε
1+εVb0 (I.7)
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Fig. I.3: Schematic of the voltage distribution in the CCP discharge: (a) at minimal or (b) at maximal
applied RF voltage and (c) in time-averaged situation.

In a first approximation, the last two terms on the right-hand side of Equation (I.7) may be
considered small relatively to the first term [9]. The sheath voltage at maximal sheath collapse on
both electrodes is therefore assumed negligible, as well as the voltage drop in the bulk, i.e. a high
bulk conductivity is assumed. Equation (I.7) therefore simplifies to:

VDC ≈−Vmax +εVmin

1+ε (I.8)

Equation (I.8) shows that in the case of a sinusoidal RF voltage excitation (Vmax = |Vmin|) the DC
self-bias only depends on the amplitude of the applied voltage VPP and on the symmetry parame-
ter, ε. While the physical meaning of ε will later be clarified, this parameter depends in particular
on the ratio of electrode areas: in an asymmetric reactor, the voltage drop on the smallest electrode
is always higher and VDC is negative. This is typically the case for RIE reactors where high ion en-
ergy on the processed surface is usually required as will be detailed in the next section I.1.4.b.

Electron heating. Before investigating the ion bombardment, a short discussion on the root
mechanisms responsible for sustaining the discharge has to be carried out. Indeed, since charges
are perpetually being lost to the walls (or by recombination directly in the gas phase), ionization
has to take place to compensate for the losses. To this aim, the impact energy in electron-neutral
collisions needs to overcome the ionization threshold (for instance around 15 eV for Ar): electrons
have to be accelerated (or “heated”) enough to provoke enough ionization. In low-pressure RF
discharges, the electrical power is delivered to the electrons that interact with the varying electric
field, and several “heating” mechanisms have to be considered.

Collisional or “ohmic” heating takes place in the plasma bulk and becomes significant only
if the bulk conductivity is low, so that a significant part of the voltage drop across the discharge
occurs in the bulk. In low-pressure CC-RF discharges, these conditions are, however, not usually
met and other heating mechanisms have to be considered, occurring at the sheaths where most of
the voltage drop occurs.

Stochastic heating comes from the interaction of electrons with the oscillating sheaths. As it
is illustrated in Figure I.3, the powered sheath thickness periodically varies 180° out of phase with
the alternating RF voltage: the sheath is at its maximal expansion when the RF voltage is minimal
and vice-versa. In contrast, the sheath thickness is in phase with the RF voltage near the grounded
electrode. From the point of view of electrons located near the sheath region, the sheath edge can
be considered as a moving wall, from which the electron will be specularly reflected (hard wall
model). If an electron travels to the wall with a velocity −v (we consider velocity in the frame
of the fixed reactor and only components parallel to the sheath motion direction), and reaches
the wall that is moving at a velocity vw, the final electron velocity will be vr = −v + 2vw. It can
be observed here that electrons can be either accelerated or slowed down due to the alternating
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motion of the sheath edge. From this mechanism, strong ionization takes place when the sheath is
rapidly expanding. If stochastic heating is the dominant power delivery mechanism, the discharge
is said to be operated in “α -mode”.

Another source of heating comes from secondary electron emission: ion bombardment on the
electrodes may result in the emission of electrons from the surface. These secondary electrons
freed in the sheath are then accelerated to the bulk due to the large electric field. This heating
mechanism is notably important in DC glow discharges. In the case of RF discharges, if ionization
is primarily due to secondary electrons, the discharge is said to be operated in “γ -mode”.

Finally, a last important source of electron heating has been identified more recently in the
case of low bulk conductivity, as found in electronegative discharges. In the latter case, strong
ionization may take place close to the collapsing sheath due to electron heating by a combination
of a high drift electric field in the bulk (due to low conductivity) and a high ambipolar electric field
(accelerating electrons towards the electrode) [10]. Depending on the discharge conditions, this
mechanism can become the dominant source of ionization in electronegative plasmas, in which
case the discharge is operated in “DA-mode”.

I.1.1.b Ion bombardment on the powered electrode

From a plasma process point of view, the energy of ions arriving at the surface is of fundamental
importance, in particular in the case of etching (see section I.1.4.b). Simple considerations can be
used to evaluate the ion flux energy distribution at an electrode (often named Ion Energy Distri-
bution Function, IEDF, although this denomination may lead to confusion, see Appendix A). The
aspects relevant for the present work are recalled here, see for instance Kawamura et al. [11] for a
more complete overview of IEDF models.

Until now, it has been assumed that due to their inertia, ions only respond to the DC voltage
components in the discharge, a condition synthesized by τi À T0 (reminder: τi designates the
response time of ions and T0 the period of the RF signal). Considering ion bombardment, it is
here useful to define a new temporal quantity: the ion transit time in the sheath, τi,s. Strictly
speaking, it can actually be shown that τi,s ∝ τi, however, in typical conditions both quantities are
very similar and sometimes assimilated in literature [11]. Therefore in the case τi,s À T0, ions leave
the plasma bulk with a small velocity (Bohm speed [7]) and are accelerated in the sheath by the
time-averaged voltage |V̄s | (valid if the sheath is non-collisional and no ionization happens inside
of it). In this case, the IEDF is a Dirac function: all ions (with a charge q) reach the surface with
an energy E ∼ q|V̄s|, in the case of the powered electrode, |V̄sp| = V̄pl −VDC and for the grounded
electrode |V̄sg| = V̄pl, where V̄pl is the plasma potential (time-averaged potential in the bulk). The
computation of the plasma potential is therefore of great importance to obtain an estimation of
the ion energy on the electrodes.

As demonstrated by Bruneau et al. [12], the plasma potential can be derived for any type of pe-
riodic excitation voltage using several assumptions: (i) the potential in the plasma bulk is a linear
function of the applied RF voltage (ii) the potential drop in the plasma bulk is negligible; (iii) the
sheaths fully collapse at some point in the RF period; (iv) there is no field reversal. Under these
hypotheses, and using notations adopted in the previous section, the plasma potential is given by:

V̄pl =
−Vmin

VPP

(
Vmax

VPP
VPP +VDC

)
(I.9)

In the simple case of a sinusoidal voltage excitation Vmax =−Vmin, Equation (I.9) simplifies to
V̄pl = 1/2(VPP/2+VDC), and the ion energy at the powered electrode is:

E = q(VPP/4−VDC/2) (I.10)

However, the condition τi,s À T0 is not always satisfied (if the ions are light or the RF frequency
low). Time-variations of the sheath voltage can therefore modify the IEDF, and the time at which
the ions enter the sheath is of importance. Indeed, if ions enter the sheath at (or near) its full
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expansion, the instantaneous sheath voltage is maximal, and the ions are highly accelerated. Con-
versely, ions entering the sheath near full contraction will only be modestly accelerated. The IEDF
becomes bimodal: the peaks are centered around the value q|V̄s|, and separated by a difference
∆E . An attempt at evaluating the spacing between the peaks of the bimodal distribution has for
instance been made by Benoit-Cattin and Bernard [13]. Assuming a constant sheath thickness and
a sinusoidal sheath voltage with an amplitude Vs0:

∆E = 3eVs0

π

T

τi
(I.11)

∆E therefore increases if the frequency is lowered or the amplitude of the applied RF voltage
increases (if we further assume Vs0 = VPP/2). The computation also shows that the separation of
the peaks ∆E scales with m−1/2

i : if ions with different masses are present, the IEDF will consist of
several superimposed bimodal distributions. Kuypers and Hopman for instance used this prop-
erty to identify the contribution of different ions in the IEDF for an O2 and a CF4 discharge, the
latter case being shown in Figure I.4(a).

Fig. I.4: (a) IEDF at powered electrode of a CCP-RF CF4 plasma, extracted from [14]. (b) Evolution of IEDF
with discharge pressure at powered electrode in a CCP-RF Ar plasma, from [15].

If the sheath is slightly collisional, some of the ions will arrive at the electrode with a lower
velocity and the distribution will be smoothed to lower energies, as shown by Wild and Koidl in
the case of an Ar discharge, see Figure I.4(b) [15]. If the pressure is drastically increased, the entire
distribution is shifted to low energies and only a few ions reach the electrode without collision. In
the same figure, secondary peaks (i.e. at energies below the two peaks at maximal energy explained
by RF modulation) in the distribution are also observed. Wild and Koidl have demonstrated that
these peaks appear due to creation of secondary ions inside the sheath.

Decoupling ion flux and ion energy. Given the previous summaries of the ionization mecha-
nisms and the computation of the ion bombardment energy, it appears that, in single frequency
CCP discharges, both phenomena are connected. In turn, the ion flux and ion energy on the elec-
trodes will be correlated, as they are both controlled by the amplitude of the applied RF voltage.
This effect has for instance been highlighted by Perret et al. in an Ar discharge as seen in Figure I.5.

It is also observed in Figure I.5 that increasing the discharge frequency allows one to increase
the ion flux at a given energy. Dual-frequency approaches were therefore proposed: powering the
substrate electrode with a low frequency voltage to allow tuning of the ion energy, while a high
frequency voltage on the counter electrode helps increase the ion flux. This concept of functional
separation is analogous to ICP reactors for instance where inductive coupling induces high den-
sity, while an independent capacitive coupling on the substrate controls the ion energy.

As it will be highlighted in the next section, applying several voltage frequencies at the same
electrode can also lead to a decoupling of flux and energy.
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Fig. I.5: Peak ion energy versus ion flux in a CCP-RF Ar discharge (at 15 mTorr) with varying voltage
amplitude and three different frequencies. Symbols show experimental data while solid lines show

theoretical computations, extracted from [16].

I.1.2 TVWs: a Multi-frequency Extension of the RF Domain

Tailored Voltage Waveform (TVW) excitation was proposed in 2009 by Heil et al. [17] as another
solution to decouple the ion flux and ion energy in CCP discharges, due to the so-called electrical
asymmetry effect (EAE). The root principle is quite simple as it implies the application of an exci-
tation voltage composed of a basis frequency and several upper harmonics with controlled relative
amplitudes and phase-shifts. A complete review of the development of TVWs, with the latest asso-
ciated models and numerous experimental results, is available in the thesis of B. Bruneau [18]. In
the framework of this manuscript, only the fundamentals will be recalled, as well as illustrations
on the use of TVWs for plasma process tuning.

I.1.2.a Employed waveforms and sources of asymmetries

While several types of voltage waveforms have been proposed in literature, the present work uses
in particular the proposition by Bruneau et al. [19], where the supplied voltage is expressed as:

Ṽ (t ) =V0

n∑
k=1

n −k +1

n
cos

(
2πk f t +Θ)

(I.12)

where n is the total number of frequencies, f0 the basis frequency (13.56 MHz in the present work),
Θ a constant phase-shift, and V0 a pre-factor allowing to tune the peak-to-peak voltage (therefore
the coupled power). Examples of typical waveforms obtained with Equation (I.12) are given in
Figure I.6 for various values of Θ. In order to give a first classification of the waveforms, one can
first discriminate:

• “pulse-like” waveforms such as peaks and valleys waveforms for which Vmax 6= −|Vmin|,
• “sawtooth-like” waveforms for which Vmax = −|Vmin|, but showing a large difference in rise

and fall times.

In the previous section, the DC self-bias at the powered electrode was derived in Equation (I.8)
(in the general case of a periodic voltage excitation oscillating between a maximal value Vmax and
a minimum, negative, Vmin) under the assumptions of negligible sheath potential at maximal col-
lapse and high bulk conductivity, expression recalled here:

VDC ≈−Vmax +εVmin

1+ε (I.13)

where ε is the symmetry parameter of the discharge.

22



I. THEORETICAL AND EXPERIMENTAL BACKGROUND

Fig. I.6: Examples of TVWs (solid color curves) used in the present work, shown with normalized
peak-to-peak amplitudes and harmonic decompositions (dashed black curves).

Moreover, from simple approximations of electron and ion distributions close to the sheaths,
the following scaling for the symmetry parameter has been derived [17]:

ε∝
(

Ap

Ag

)2 n̄sp

n̄sg
(I.14)

where Ap and Ag are respectively the areas of powered and grounded walls, while n̄sp and n̄sg

respectively designate the average ion densities in the powered and grounded sheaths. Using the
above expression of VDC and the scaling of ε in Equation (I.14), it is therefore possible to discern at
least three different sources of asymmetries – i.e. inducing a non-zero self-bias voltage – in a CCP
discharge:

• a geometrical asymmetry when Ap 6= Ag ;

• an “amplitude asymmetry” when Vmax 6= |Vmin| ;

• a “chemical” asymmetry when n̄sp 6= |n̄sg| .

The geometrical asymmetry is very common as it arises in most reactors since the powered
electrode area is usually smaller than the grounded wall area; in this typical case (and neglecting
other asymmetry sources) the self-bias voltage becomes negative. Notice that the scaling with the
square of the area ratio is not exact as, in particular, the ratio of average ion densities in the sheaths
may also depend on the ratio of electrode areas.

In contrast, the two other sources of asymmetries may be controlled using TVWs, as will now
be explained. As a simplification for theoretical explanations (and unless otherwise stated), the
next two sections will assume a geometrically symmetric reactor (Ap = Ag).

I.1.2.b Amplitude asymmetry effect

The first electrical asymmetry effect appears when Vmax 6= Vmin and is therefore hereafter named
“Amplitude Asymmetry Effect” (AAE). Assuming ε ≈ 1 (independent of the applied waveform) so
that AAE is the only source of asymmetry, VDC will scale as |Vmin|−Vmax. For the waveforms used
in this work, the evolution of (|Vmin| −Vmax)/VPP versus Θ is shown in Figure I.7(a) for different
numbers n of applied frequencies. It is here observed that extrema for the self-bias voltage arise
with pulse-like waveforms: VDC will be minimal for peaks waveforms (Θ/π = 0, case illustrated in
Figure I.7(b)) and maximal for valleys waveforms (Θ/π = 1). In contrast, VDC is obviously null for
sawtooth-like waveforms (Θ/π = 0.5 or 1.5) since Vmax = |Vmin|. It should however be highlighted
that the scaling of |VDC/VPP| withΘmay be different in practice due to the dependence of ε on the
applied waveforms. In particular, a self-amplification mechanism can be obtained: in this case
a “chemical” asymmetry due to the difference in average ion densities is superimposed onto the
AAE and |VDC/VPP| is greater than predicted by the previously detailed (simplified) model [17].

23



I.1. REACTIVE ION ETCHING OF CRYSTALLINE SILICON

The initial objective of the TVW method proposed in Heil et al. [17] was to decouple the ion
energy from the ion flux. From the previous analysis, it has been shown that a continuous sweep
in VDC values can be obtained by varying Θ in Equation (I.12) in the range [0,π] for instance. In
turn, a gradual increase (respectively decrease) of ion bombardment energy on the powered (re-
spectively grounded) electrode can therefore be obtained. Moreover, the range of VDC values that
can be achieved (at a given VPP) can be extended by increasing the total number of frequencies in
the applied waveforms. However, as can be inferred from both graphs in Figure I.7, the “marginal
gain” (increase in |VDC/VPP| for pulse-like waveforms) with the number of frequencies rapidly de-
creases. Nevertheless, one can therefore expect to easily tune the ion bombardment energy on the
electrodes using TVWs. However, the evolution of the ion flux cannot be predicted with this simple
approach and experiments were required to demonstrate a potential decoupling.

Fig. I.7: (a) Evolution of (|Vmin|−Vmax)/VPP as a function ofΘ for different numbers, n, of harmonic
frequencies in the TVWs. (b) Illustration of peaks waveforms (Θ/π= 0) for different values of n (with

normalized peak-to-peak amplitude).

The experimental proof of a decoupling between ion energy and ion flux using the AAE was
first obtained by Schulze et al. with an Ar plasma [20]. As shown in Figure I.8, the team success-
fully tuned the average ion energy (with extrema differing by approximately a factor two) at the
grounded electrode of an Ar discharge for various values of pressure and inter-electrode distances.
In the meantime, the ion flux was observed to remain almost constant. This “nearly perfect” de-
coupling is however not achievable in all conditions nor all gas discharges, as for instance observed
in CF4 [21] or O2 [22] plasma.

Fig. I.8: Evolution of the mean ion energy (left) and ion flux (right) at the grounded electrode in an Ar
discharge powered by TVWs (13.56 MHz plus one upper harmonic) with θ, extracted from [20]. NB: the

waveforms used in this study are different from the one expressed by Equation (I.12).
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I.1.2.c Slope asymmetry effect

A second type of electrically induced asymmetry has been discovered due to the use of TVWs.
Indeed, a non-zero self-bias could be obtained (both experimentally and in simulations) in some
conditions using sawtooth-like waveforms: this effect could not be explained by the AAE since
in these cases Vmax = |Vmin|. The first investigation has been made by Bruneau et al. [18] with
Particle-In-Cell (PIC) simulations of an electropositive Ar discharge, as seen in Figure I.9. Despite
the geometrical symmetry of the simulated discharge, non-zero values of self-bias were obtained
for sawtooth-like waveforms. In addition, the sign of VDC depends on the applied waveform: it is
here positive for sawtooth-up and negative for sawtooth-down waveforms.

Fig. I.9: Evolution of self-bias voltage (normalized by VPP) and ratio of ion fluxes at the powered and
grounded electrodes as a function ofΘ in an Ar discharge (PIC simulation, 400 mTorr, VPP = 200V),

extracted from [18].

It was concluded that the non-zero self-bias was induced by a “chemical asymmetry” (i.e.
n̄sp 6= n̄sg), and the root cause attributed to the difference in sheath motions in front of the elec-
trodes. As an example, if the powered electrode is fed with a sawtooth-up waveform, the pow-
ered sheath will rapidly expand and then slowly collapse within an RF period. Meanwhile, the
grounded sheath will, in contrast, collapse rapidly but expand slowly. In the case of the Ar dis-
charge, electron-heating is predominantly due to sheath expansion, and ionization is more effec-
tive when the sheath motion is rapid: as a consequence, the average ion density in the powered
sheath will be higher in front of the powered electrode (n̄sp > n̄sg so that ε> 1), and a positive self-
bias appears. The situation is reversed (i.e. the roles of the powered and grounded electrode are
switched) when using sawtooth-down waveforms.

The difference in sheath motions is therefore the root cause of the asymmetry, and comes from
the difference in rise and fall time of the input voltage. This effect is therefore referred to as the
“Slope Asymmetry Effect” (or SAE, sometimes called “temporal asymmetry”).

As can be inferred from the previous explanations, the dominant electron-heating mode in
the discharge plays an important role in the SAE. In [23], Bruneau et al. compare several gas dis-
charges, in particular Ar and CF4, in the case of sawtooth-like waveform excitation. The excitation
rate in the discharge was obtained experimentally from Phase-Resolved Optical Emission Spec-
troscopy (PROES) and compared to Particle-In-Cell simulations, see Figure I.10. In the case of the
Ar discharge, a peak in excitation is observed close to the grounded sheath at the time of rapid
expansion (red spots in top graphs Figure I.10); as expected, sheath expansion heating is domi-
nant (discharge in α-mode). Secondary peaks of excitation are still observed both in experiment
and simulation in front of the powered sheath during its slow expansion but are of much lesser
intensity. In contrast, the situation is reversed for the CF4 discharge: a high excitation rate is ob-
served near the powered sheath during its rapid collapse (red spots in bottom graphs Figure I.10).
In the electronegative CF4 discharge (for the conditions here investigated), it was shown that drift-
ambipolar electron heating dominates, in particular due to the low bulk conductivity.

As a consequence of the different electron-heating modes, the SAE switches direction depend-
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ing on the dominant electron-heating mode: for sawtooth-down waveforms, the self-bias was ob-
served to be positive in the case of CF4 and positive for Ar.

Fig. I.10: Comparison of spatiotemporal excitation rate from experiments (left column, obtained by
PROES) and PIC simulations (right column) for Ar (top) and CF4 (bottom) discharges. The horizontal axis
shows the position between electrodes (powered electrode at x = 0, fed with a sawtooth-down waveform),

the vertical axis spans one RF period. Extracted from [23].

I.1.2.d TVWs at process level: uses and limitations

Process tuning with TVWS: examples from literature. As has been shown, powering a CCP dis-
charge with TVWs may give rise to two types of asymmetries: the Amplitude Asymmetry Effect
(AAE) that allows one to tune the voltage drop on both electrodes, and the Slope Asymmetry Effect
(SAE) that locally modifies the “chemistry” of the plasma depending on the sheath motion. The
situation can become even more complex as these effects can be combined. Thus, a complete de-
coupling between ion energy and ion flux is out of reach in most conditions and discharges types.
However, in all cases, the playground available to tune the process conditions is widely expanded
with TVWs compared to single frequency excitation. It can be used both to optimize the process
conditions (e.g. for deposition or etching), or to investigate physicochemical processes.

The first investigations of TVWs “at process level” were performed by the team of Johnson
et al. for the deposition of microcrystalline silicon layers [24, 25]. Several studies on deposition of
amorphous, microcrystalline or epitaxial silicon layers followed: a recent synthesis is for instance
available in the thesis of B. Bruneau [18]. In particular, ion bombardment energy thresholds for the
nucleation of microcrystalline phases [12]. 2014), or on the contrary for epitaxy breakdown [26],
were identified by varying the ion bombardment energy on the growing layer using TVWs.

More recently, the effect of TVWs on the deposition of amorphous silicon by SiH4/H2 plasma
was investigated by Wang et al. [27]. It was demonstrated that the ion bombardment energy on the
deposited layer could indeed be tuned by varying the waveforms (due to the AAE): the film stability
(under light-soaking) was observed to be decreased when the ion energy is too low. Although
they did not induce the highest ion energy, sawtooth-like waveforms lead to the most stable films
with higher carrier transport properties: although the mechanisms were not fully understood, this
trend was attributed to the difference in plasma chemistry due to the SAE.

Finally, the most outstanding example of the SAE at process level was later reported by Wang
and Johnson [28] in the deposition of amorphous and microcrystalline silicon with an SiF4/H2/Ar
plasma. Indeed, the team was able to demonstrate an “electrode-selective deposition”. This plasma
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chemistry either leads to deposition or etching of amorphous silicon depending on the balance of
species near the electrodes. Making use of the SAE, a strong chemical asymmetry was induced by
sawtooth-like waveforms on both sheaths of the reactor, so that deposition of amorphous silicon
was obtained on one electrode while the other remained pristine.

Process tuning with TVWs: limitations. The TVW approach can in theory be applied to any ex-
isting CCP reactor, as it only requires a modification of the powering system. However, several lim-
itations inherent to the use of TVWs for low-temperature plasma processing have to be recalled.
First, from a technological point of view, at least two important challenges must be addressed:

• Power matching: for an efficient power coupling (to the plasma), the total load downstream
of the amplifier has to be fully resistive (and generally close to 50 Ω) at the frequency of the
input signal. Matching networks with tunable impedances are therefore inserted between
the powering system and the reactor: systems are usually designed for single frequency
matching. In the case of TVWs, the basis frequency can therefore be well coupled, but a
strong mismatch will arise for upper harmonics. This issue may be tackled by separately
amplifying and matching the different harmonics, in which case the powering system cost
scales with the number of frequencies. Another solution has however recently been pro-
posed with the design of a multi-frequency matching networks [29].

• Monitoring of waveforms on the electrode: in general, it is not possible to directly measure
the voltage waveform at the electrode. As an alternative, the waveform is monitored at the
feedthrough of the reactor, and the impedance of the electrical line (between feedthrough
and electrode) may alter the phase-shifts and amplitudes of the different harmonics. Differ-
ent methods can be employed to address this issue, as will be shown in Chapter II.

Secondly, more “fundamental” (or physical) limitations still exist using TVW excitation. In-
deed, as it has been explained previously, a full decoupling between ion flux and ion energy is
usually out of reach: in general, both the AAE and SAE effects arise simultaneously (although one
effect may strongly dominate over the other). Moreover, transitions in dominant electron-heating
mode may occur [30, 31] (e.g. when varying other plasma parameters such as pressure or gas mix-
ture), and predictions of the best conditions for a given process are thus made difficult. Conse-
quently, extensive studies may be required to first characterize the available range of parameters,
followed by the choice of optimized conditions.

I.1.3 Process Description and Monitoring

I.1.3.a Description of the reactor

For the experiments described in this thesis, a Nanomaster NRE 3500 parallel plate RIE system
has been used both for plasma studies and processing of silicon surfaces – a picture of the reactor
is shown in Figure I.11 along with a simplified schematic. The reactor is composed of circular
anodized aluminum electrodes with diameters of 20 cm. The discharge pressure can be varied
between 0.03 and 1 Torr. Four different gases can be introduced: Ar (flow range: [20, 200 sccm]),
H2 [20, 200 sccm], SF6 + 20% O2 [20, 200 sccm] and O2 [10, 100 sccm]. Gases are introduced through
the showerhead top electrode, the exhaust being placed below the bottom electrode.

Both electrodes may be powered: applying the RF voltage to the bottom electrode with the top
electrode grounded corresponds to a “RIE mode”, conversely a “PECVD mode” may be obtained
by inverting the roles of the electrodes.

The supplied power is monitored using an RF power probe (labeled VPM, see also section I.1.3.c)
while the RF voltage is measured using a high-voltage probe (HV, at the feedthrough of the pow-
ered electrode) connected to an oscilloscope. The power is supplied by either of two separate
systems:
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• Standard power supply: including a 100 W RF voltage generator (13.56 MHz), an amplifier
and a matching system integrating a blocking capacitor.

• TVW power supply: composed of an arbitrary function generator (AFG), a 1 kW amplifier
with a frequency range [0.1, 200 MHz] and a 4.7 nF blocking capacitor. An in-house devel-
oped software is used to generate the desired voltage waveform and then perform incre-
mental corrections to account for the impedance of the power system and changes in the
impedance of the load (reactor and plasma).

Fig. I.11: (a) Picture of the RIE reactor used in the present work, installed at LPICM (Ecole polytechnique,
CNRS, Université Paris-Saclay). (b) Schematic of the reactor (vacuum and gas circuits not shown) and

powering systems.

I.1.3.b Limitations of the experimental setup

Some built-in experimental limitations exist for the current implementation of the setup and are
described below:

• SF6/O2 gas ratio: this mixture of gases will be of paramount importance for the present
work, however, the SF6 gas being already mixed with 20% O2 inside the bottle, values of SF6

content in an SF6/O2 mixture cannot exceed 80%. Furthermore, values in ]0, 13%] cannot
also be studied due to the operating ranges of the mass flow controllers.

• Geometrical asymmetry: although the bottom and top electrodes have the same diame-
ter, the reactor is geometrically asymmetric due to the grounded reactor walls (the ratio of
powered to grounded area is estimated around 1/2), and so VDC is always negative in the
investigated conditions (even in TVW mode).

• Power coupling: due to the absence of an impedance matching box, high values of power
reflection coefficient (between 85 and 95%) are present for all plasma conditions. Power val-
ues reported in this manuscript always represent the actual coupled power, unless otherwise
specifically stated.
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I.1.3.c Power monitoring and in-situ characterization

Power probe. The actual value of power coupled to the plasma Pw is measured with a current-
voltage probe inserted in the circuit as close as possible to the electrical feedthrough of the pow-
ered electrode. The probe is a Vigilant Power Monitor (VPM) purchased from Solayl, its operation
is detailed in [32]. Pw can be expressed as:

Pw = Pfwd −Pref (I.15)

where Pfwd is the forward power (at the output of the matchbox – or amplifier, in the absence of a
matching system) and Pref the power reflected from the reactor.

Retarding Field Energy Analyzer. A commercial system from Impedans (Semion Single Sensor)
is used to measure the Ion Flux Energy Distribution Function (IFEDF) in various conditions.

The sensing part of the Retarding Field Energy Analyzer (RFEA) system consists of a button
probe, embedded in a 50 mm diameter holder with an anodized aluminium surface. This probe
is placed on the powered or grounded electrode of the reactor. The back surface of the holder
comprises a metallic part which allows the probe to take on the potential of the electrode on which
it is placed. Positively charged ions enter the probe through a series of grids and are filtered in
energy by applying a sweeping potential difference between two grids. A description of the probe
and its theory of operation are available in [33] (see also Appendix A).

The total thickness of the button probe (placed inside the holder) is 5 mm, which is reasonably
small compared to the inter-electrode distance of 35 mm. The presence of the probe is assumed to
not significantly affect the orders of magnitude nor the relative variations of the IFEDFs with the
plasma conditions. In order to characterize the homogeneity of the discharge, the same probe has
been placed on different locations of the powered electrode.

The I-V curve measured by the RFEA represents the cumulative complementary ion flux dis-
tribution, which is then differentiated to obtain the IFEDF. A typical example of a measured I-V
curve and the corresponding IFEDF, φE , are shown in Figure I.12 the example measurement has
been obtained at the powered electrode of an SF6/O2 discharge (Pr = 30mTorr, 100 sccm input
gas flow with 57% SF6, Pr = 25W). The I-V curve is smoothed and derived using a Savitzky-Golay

Fig. I.12: (a) Example of an I-V measurement obtained with the RFEA placed on the powered electrode for
an SF6/O2 discharge (Pr = 30mTorr, 100 sccm input gas flow with 57 % SF6, Pw = 25W). The inset graph

shows the distribution of residuals from the smoothing. (b) IFEDF derived from the smoothed I-V curve.
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method [34]. Notice that the current does fall to a (positive) offset value when all the ions are
repelled (above Emax = (94±3)eV here).

Besides the IFEDF, three global parameters are also extracted: the total ion flux φtot, the mean
ion bombardment energy Eavg and the maximal ion bombardment energy Emax. The total ion flux
is computed as the integral of the IFEDF. The maximal ion bombardment energy is computed as
the energy where the IFEDF falls to zero (notice that large uncertainties may be obtained when the
tail of the IFEDF is relatively long, e.g. highly collisional sheath). Finally, the average ion energy
Eavg is computed from:

Eavg =
∫ Emax

0 EφE (E)dE∫ Emax
0 φE (E)dE

(I.16)

I.1.4 Silicon Etching

I.1.4.a Crystalline silicon: basic properties

Basic physical properties. Silicon is the chemical element with atomic number 14, it belongs to
group IV (conventional designation in semiconductor physics, or group 14 in the IUPAC classifi-
cation) in the periodic table. Silicon is the second most abundant element in the Earth’s crust [35]
although it is most commonly found associated with oxygen (in the form of silica, SiO2, for in-
stance). From different processes, highly pure silicon compounds can be produced: the thermo-
dynamically stable state of pure silicon (at room temperature and under atmospheric pressure) is
crystalline with a diamond cubic structure. In this form, silicon is a metalloid with semiconducting
properties. A “pure” crystalline silicon solid can be either multi-crystalline (mc-Si) or monocrys-
talline (mono-Si). In the following, in cases where the multi- or monocrystalline nature of the
material is inconsequential, the abbreviation “c-Si” will be favored. The electronic energy gap be-
tween the valence and conduction bands has a value of 1.12 eV for c-Si at 300 K.

Crystalline structure. A schematic view of the unit cell of c-Si, arranged in a diamond lattice
structure, is shown in Figure I.13(a). The lattice parameter a is 5.43 Å and the atomic density dSi =
5.02×1022 at ·cm−3. Mono-Si wafers are commonly cut along (100) or (111) planes, see 2D sections
Figure I.13(b,c), depending on the application.

Fig. I.13: (a) 3D stick-and-ball view of the unit cell of the diamond structure of c-Si. (b) and (c) respectively
show 2D schematic of the (100) and (respectively) (111) planes in the unit cell.

Doping. c-Si can be doped by inserting impurities in the crystalline network. Replacing a silicon
atom with a group III atom (trivalent atom, e.g. boron) creates an electron vacancy, while intro-
ducing a group V atom (pentavalent atom, e.g. phosphorus) induces an extra valence electron.
Bulk silicon doping is usually achieved by introducing the impurities in the silicon melt during
ingot fabrication, and base doping in the range of 1015 to 1016 cm−3 (i.e. one atom of silicon out of
one or ten million is replaced by an impurity). Bulk silicon doping is usually characterized by the
resistivity: the higher the doping, the lower the resistivity (e.g. with phosphorous, a bulk resistivity
around 5 Ω ·cm is obtained for a doping level of 1015 cm−3).
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I.1.4.b Plasma etching mechanisms

Let us now go back to plasma processing, of which silicon etching is a paramount example, and
detail the basic mechanisms leading to the two important features highlighted at the beginning
of this chapter: the possibility to achieve highly selective and anisotropic etching. First, plasma
etching may occur through four fundamental mechanisms [6], detailed below and illustrated in
Figure I.14.

Fig. I.14: Description of basic etching processes: (a) sputtering, (b) pure chemical etching, (c) ion-assisted
etching, and (d) ion-enhanced inhibitor etching.

Sputtering. Upon bombardment from positive ions, atoms can be ejected from a solid surface,
leading to a physical etching phenomenon named sputtering. As an example, Ar+ ions can be used
to bombard a metallic target facing a substrate: in turn, metal atoms will be ejected and deposit
on the substrate to form a thin metallic coating. The sputtering yield (i.e. number of ejected atoms
per incoming ion) depends on the ion incident angle and kinetic energy (and weakly on the masses
of the ions and surface atoms), therefore this process is not very selective but can lead to highly
anisotropic etching due to the narrow angular distribution of ions incident on the surface.

Pure chemical etching. It corresponds to a chemical reaction between radicals (produced in the
plasma and diffusing to the surface) and atoms at the surface. This mechanism, if spontaneous,
can only be made efficient if the reaction between radicals and the surface atoms lead to the for-
mation of thermodynamically stable products that are volatile at the considered temperature (i.e.
the binding energy is small enough to be overcome through thermal desorption). These condi-
tions are verified in the case of silicon etching by halogens. The process can be highly chemically
selective but is isotropic as radicals diffuse in random directions. Anisotropy may still occur in
case of crystalline orientation dependent etch rates [36].

Ion-assisted etching. This mechanism is a synergistic combination of the last two and one of its
earliest demonstrations has been carried out by Coburn and Winters in a famous experiment [37].
The authors have shown that exposing a silicon (amorphous) substrate to a simultaneous flow of
XeF2 gas and 1 kV Ar+ ions, the etching rate was much higher (about eightfold) than the sum of the
rate obtained with XeF2 or Ar+ separately. Similar effects have been demonstrated for substrates
exposed to a plasma, which simultaneously provides neutral etchants and a directional flux of
ions. Ion-assisted etching therefore combines both the high anisotropy of physical etching and
the selectivity of chemical etching. More detailed explanations on the root causes for ion-assisted
etching will be given in the context of c-Si interactions with fluorine etchants in the next subsec-
tion.

Ion-enhanced inhibitor etching. This last process involves an additional actor: the inhibitor
layer. SF6/O2 plasma etching of silicon is a very well-known example of such a mechanism. Both
F* and O* radicals are produced in the plasma and diffuse to the surface where they may chem-
ically react with the silicon surface: F* reacts to eventually form SiF4 (volatile) molecules, while
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the competing O* particles induce the formation of SiOxFy non-volatile species. The latter form
an inhibitor layer protecting underlying Si from further etching by F*. However, this layer may be
sputtered by ions to uncover the substrate. This process has been widely studied for deep-trench
etching in silicon [38]: the inhibitor layer forms on both the bottom and the flanks of trenches but
will only be efficiently sputtered at the bottom, where further etching is then allowed.

I.1.4.c The particular case of fluorine etching of silicon

The mechanisms leading to silicon etching using halogen species, in particular fluorine, are among
the most widely investigated in the field of plasma processing. Since the earliest studies in the
late 70s, many attempts at fully understanding the plasma-surface interactions have been carried
out [39–41], and some basic features, including the nature of products leaving the surface, are still
being debated nowadays [42]. Nevertheless, the most important qualitative aspects in the case of
the F/Si system are here synthesized, first concerning pure chemical etching, then mechanisms
explaining ion-assisted etching.

Pure chemical etching. The first important experimental result is the existence of spontaneous
etching of c-Si by fluorine (either as F atoms or in the form of neutral molecules, e.g. XeF2 or
SF6) in the absence of ion bombardment. This phenomenon leads mainly to the formation of SiF4

as the final volatile product. To account for these observations, two main mechanisms based on
sequential reactions have been postulated:

• The first set of reactions corresponds to successive fluorination of Si atoms through an Eley-
Rideal mechanism (see sequential reactions (I.17) below, first proposed by Flamm and Don-
nelly in the case of c-Si etching using fluorine [40]). Incoming neutral atoms directly react
with surface Si atoms.

Si(s)+F(g) −→ SiF(s)

SiF(s)+F(g) −→ SiF2(s)

SiF2(s)+F(g) −→ SiF3(s)

SiF3(s)+F(g) −→ SiF4(g)

(I.17)

• The alternative pathway, proposed by Petit and Pelletier [41], corresponds to a Langmuir-
Hinshelwood mechanism: after initial halogenation of the first monolayer, formation of the
final volatile product is obtained by associative desorption (reaction (I.18), where X is a halo-
gen atom). In the case of fluorine the reactions can also involve SiF3 species. This mecha-
nism additionally assumes diffusion of adatoms onto the surface and rearrangements due
to repulsive interactions between neighboring SiX2 species, associative desorption taking
place when sufficient coverage of the surface by SiX2 species is attained.

SiX2(s)+SiX2(s) −→ SiX4(g)+Si(s) (I.18)

The Eley-Rideal mechanism is only proposed in the case of the F/Si system because the for-
mation of SiF3 requires breaking Si-Si bonds below the first monolayer, whereas other halogens
(Cl or Br for instance) do not penetrate the crystalline lattice due to steric hindrance. In contrast,
the Langmuir-Hinshelwood mechanism can also be applied to halogens other than fluorine since
it is valid for monolayer adsorption.

In fact, the diffusion of fluorine into c-Si has been shown to far exceed the first monolayer
even in the absence of ion bombardment (multilayer adsorption): a fluorosilyl (SiFx) intermediate
layer is formed at the surface, with a graded F density from the surface to the bulk. This layer
is stable below temperatures around 200 ◦C [43]: if the etchant flux is stopped, already bonded F
species do not further react with c-Si. Moreover, the SiFx layer thickness and composition depend
in particular on the nature of etchants, on the etch rate and on the c-Si doping (type and level).
Fluorine has for instance been identified up to 20 nm inside the c-Si lattice [44] and the SiFx layer
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thickness decreases with increased etch rates. The increased etch rate for thinner SiFx layer and
the dependance on the silicon doping are actually explained by the fact that F− ions (rather than
F atoms) are diffusing into the c-Si. Indeed, due to the high electronegativity of fluorine, electrons
are able to tunnel from the Si bulk through the SiFx layer and ionize F atoms approaching the
surface. The negative ions at the surface of the SiFx layer generate an electric field across the SiFx

layer and directed from the silicon to the , which in turn “pulls” the negative ions into the c-Si
layer where they react with silicon. In this model, the etch rate is positively linked to the surface
density of negative ions, which both depends on the SiFx layer thickness and silicon Fermi energy
(therefore doping nature and level). In particular, the negative ion concentration increases with
decreasing SiFx layer thickness [45].

Ion enhanced etching. The synergetic effect obtained from chemical etching with simultaneous
ion bombardment is illustrated in Figure I.15(a) from the experiments by Coburn and Winters: the
etch rate during simultaneous XeF2 exposure and Ar+ ion bombardment is an order of magnitude
larger than the sum of the etch rates during separate exposure to XeF2 or Ar+ bombardment. Sev-
eral hypotheses explaining this behavior have been proposed, while some causes have been ruled
out, the remaining hypotheses (see below) are likely to all contribute to the synergetic effect [6, 43].

A first effect involves bombardment by chemically reactive ions: the latter impact the substrate
and benefit from both their kinetic energy and their chemical nature to break bonds. However this
effect is not believed to be dominant: first, it does not explain synergetic effects in experiments
where ions are chemically inert (e.g. the original study from Winters and Coburn [37] where Ar+

beams are used). Secondly, experiments comparing bombardment by rare gas ions and reactive
ions (for instance Ar+ and CF+

3 ions in the case of Si etching [46]) do not demonstrate very large
etch yield differences. Anecdotally, the term “reactive ion etching”, commonly used to designate
plasma reactors dedicated to substrate etching, is actually not representative of the dominant oc-
curing physical processes.

A second mechanism stems from enhanced chemical etching. As previously mentioned, it
has been experimentally shown that, for pure chemical etching, a thinner SiFx layer leads to an
increased etch rate (in the steady-state, owing to a higher surface density of negative fluorine ions
on the SiFx layer according to the model from [45]). Ion bombardment will additionally reduce the
SiFx thickness through sputtering, therefore further promoting chemical etching.

Finally, a third explanation is linked to chemical reactions (and desorption) due to ion bom-
bardment, sometimes called “chemical sputtering”, this mechanism is believed to have the most
important effect in increasing the etching rate [6, 43]. Energetic ions hitting the surface provoke
“collision cascades” (displacing adatoms or atoms at the surface or in the bulk, provided sufficient

Fig. I.15: (a) Synergetic effect in silicon etching by XeF2 and Ar+ ion bombardment, extracted from [37].
(b) Silicon etching yield as a function of the ion energy with various species, extracted from [47].
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energy). In this context, formation of volatile products is favored by the local rearrangement. For
instance, in the case of the Langmuir-Hinshelwood mechanism described below, the rearrange-
ment will induce product formation even below the threshold surface coverage needed in the ab-
sence of ion bombardment. Moreover, in the presence of ion bombardment, a significant quantity
of SiF2 molecules is also identified to leave the surface in conditions where pure chemical etching
mainly leads to SiF4 products.

The above-mentioned mechanisms imply that the ion bombardment energy is an important
parameter determining the etching yield. In the case of silicon etching with relatively low ion
energies, Steinbrüchel has shown a universal scaling for etching yield with the square-root of the
ion energy [47], as shown in Figure I.15(b) for several types of ions. Moreover, an energy threshold,
Eth, was observed in most cases.

Focus on the SF6/O2 mixture. In microelectronics, a challenging issue in c-Si etching rapidly
emerged with fluorine etchants: despite ion-enhanced etching, the anisotropy is too low to effi-
ciently etch vertical patterns [48, 49]. Besides shifting to other halogen etchants, solutions were
found by decreasing the temperature of the substrate (cryogenic etching) and/or adding inhibitor
forming species in the mixture. Crudely speaking, the idea behind cryogenic etching is to “freeze”
chemical reactions on vertical walls by cooling the substrate (with liquid nitrogen for instance),
while ion-enhanced etching still takes place at the bottom of the trench, see for instance [38] for a
review on these methods. Regarding the addition of inhibitor forming species, it could be achieved
by directly using fluorocarbons (e.g. CF4 or CHF3) or a mixture of gases, including the SF6/O2 case.

Investigations on the SF6/O2 mixture were first carried out by d’Agostino and Flamm in 1981 [50].
The authors observed that, similarly to CF4/O2 discharges, the addition of a small percentage of
O2 in the feedstock gas drastically increased the etching rate of silicon (up to a factor 3 at 40% O2,
Figure I.16). However, further increasing the O2 content had an opposite effect and the etching
rate became very low. The initial increase is explained by a higher density of F* radicals in the gas
phase, due to the reaction of O2 and O* with SF6 and SFx (x< 5) radicals, favoring the formation of
F* and preventing their recombination. However, O* radicals also compete with F* for reactions at
the surface, leading to the formation of an SiOxFy layer: too large a proportion of oxygen therefore
oxidizes the surface and slows the etching rate [48]. As it will be detailed in section I.2.1.a, these
mechanisms are of paramount importance for texturing.

Fig. I.16: Evolution of the Si etch rate and F atom density in a SF6/O2 discharge with the O2 content in the
feed gas. Adapted from [50].

Finally, a combination of the two proposed method (cryogenic condition and inhibitor layer
formation) can be used to achieve very high anisotropy for deep trench etching, and SF6/O2 is
especially used to this aim.

The anisotropic behavior of silicon etching with SF6/O2 plasma (based on ion-enhanced in-
hibitor etching) is intimately linked with the emergence of nanostructures. This short summary
will therefore help in the understanding of silicon plasma texturing described in the next section,
and in the interpretation of experimental observations reported in following chapters.
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I.2 Black Silicon: Theory and Characterization

Simply put, black silicon is a silicon surface which appears “visually” black as observed from the
picture in Figure I.17, i.e. the reflection of light by the silicon surface (in the visible wavelength
range, approximately [400, 700 nm]) is very low. A clear definition of “black silicon” (b-Si) has not
been proposed in the scientific literature, neither on the basis of the fabrication method nor on a
threshold optical metric. For instance, reflectance values (usually reported as effective reflectance,
Reff, see definition in section I.2.4.a) ranging from 0.5 to 15% can be found, and the wavelength
range over which it is characterized is variable and depends on the application.

As a common denominator, the term “black silicon” is used for surfaces that exhibit “subwave-
length” structures – roughly the nanoscale for PV applications. This property implies specific opti-
cal behaviors, especially in terms of anti-reflection, as it will be highlighted in section I.2.2. These
particular types of surfaces will therefore be interchangeably named “black silicon”, “nanotextured
silicon” or “nanostructured silicon” in this manuscript.

In the field of PV, the processes leading to nanotexturing differ from conventional wet etching
techniques (i.e. alkaline or acidic etching, see section I.2.1.b) which rather lead to microstruc-
turing. However, a review of existing literature shows that so-called black silicon surfaces may
exhibit a wide range of characteristic sizes, and various morphologies (like cones, columns, or
holes). However, all black silicon surfaces often exhibit relatively high aspect ratios ranging from
1 to 10 [51].

Fig. I.17: Picture of an un-etched reference c-Si sample (left) and a “black silicon” sample processed as
part of the present work (right).

I.2.1 Silicon Nanostructure Formation

Various techniques may be used to form nano- or microstructures on surfaces. In order to limit the
range of the following review, let us set some constraints. We focus on “pure” c-Si structures with
the same crystalline orientation as the substrate, showing a 2D organization (1D or 3D patterns
are excluded) and obtained from top-down approaches. The latter correspond to methods where
structures are formed by removal of a certain amount of c-Si material from the initial substrate.
Bottom-up approaches (where c-Si material is epitaxially grown on the substrate from an external
material source, e.g. nanowires formation from vapor-liquid-solid (VLS) methods) are therefore
excluded. Details on bottom-up techniques can be found in [52], while applications of plasma-
assisted VLS method for PV are reviewed in [53].

Several top-down techniques are currently used for the formation of black silicon surfaces;
the interested reader may consult the reviews by Otto et al [54] and Liu et al. [51] for a general
overview over these techniques applied to PV. From an initial silicon surface, structuring can occur
either directly through self-organization, or indirectly by the formation of a patterned mask and
its transfer to silicon (lithography-based techniques). We will first focus on the process at stake in
the present work, i.e. plasma texturing, and then describe alternative techniques.
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I.2.1.a Silicon surface texturing by SF6/O2 plasma

Short chronology. Spontaneous formation of nanostructures during silicon etching by plasma is
a well-known phenomenon firstly identified in the field of microelectronics. The first report on the
formation of “black silicon” in literature was made by Schwartz and Schaible from IBM in 1979 [55].
In this paper, nanostructuring of silicon was observed when performing RIE with Cl2/Ar plasma.
The authors point out a large quantity of oxygen (characterized by Auger spectroscopy, value not
reported) present in black silicon areas after the process, but the nanostructure formation was not
repeatable. A similar phenomenon was later observed during etching with HCl plasma [56]. At
that time, the undesirable nanostructure formation was again attributed to the presence of oxygen
(from water vapor or incomplete chamber evacuation for instance), but no details on the exact
mechanism were proposed. Potential solutions to avoid black silicon formation were suggested
such as improving base pressure or adding fluorinated gases into the mixture.

However, roughening was also observed later during etching with fluorine containing gases
such as CF4 [57]. In this specific case, a first explanation for the roughening phenomenon was
given: namely, that it was induced by redeposition of electrode material (aluminium) on the silicon
sample in the form of non-volatile islets (AlFx) that protect the underlying silicon from etching.
Going back to chlorine-based RIE, a second explanation for the formation of nanostructures was
given by Oehrlein et al. in 1990 [58] in the case of etching by HCl/O2/BCl3 plasma: the formation
of non-volatile species can be directly induced by the etching process itself due to the presence of
oxygen, and is intimately related to ion-enhanced inhibitor etching.

The formation of black silicon was first reported by Jansen et al. in the case of SF6/O2 (with
or without the addition of CHF3) in 1995 [59]. The authors similarly point out the role of inhibitor
species for the formation of nanostructures and notice that the appearance of black silicon nanos-
tructures coincides to the conditions (gas mixture, power, pressure. . . ) that lead to vertical walls
around masks. This effect is explained by the balance between chemical etching and passivation
layer formation and is for instance dependent on the SF6/O2 gas flux ratio: when the flux of SF6

is too high, the etching is in “under-passivating” mode and becomes less anisotropic (formation
of negatively tapered walls). On the contrary if too much O2 is used, the regime becomes “over-
passivating” and the walls are positively tapered. There exists a middle point where the balance
between all the microscopic mechanisms (etching, passivation and removal of the passivation
layer by ion sputtering) leads to nearly vertical walls and formation of nanostructures.

The authors therefore propose the so-called “Black silicon method” to quickly optimize etch-
ing of trenches in a reactor by finding the conditions that lead to black silicon formation (which
is easily visually observed). Then, a small shift in the process conditions is made just enough so
that the b-Si does not form: these new conditions are deemed to be best for the etching of pat-
terns with vertical walls. Several papers have been published by the same team on this method
[48, 59–67], investigating the effect of the mask composition, loading, or temperature for instance,
and mostly applied to manufacturing of microelectromechanical systems (MEMS). The authors
actually claim that “every plasma mixture which consists of a chemical etchant, passivator and an
ion source can be used for the black silicon method”.

Finally, Jansen et al. more recently proposed a last possible source of c-Si nanostructure forma-
tion in SF6/O2 plasma etching, namely the formation of dust (made of (SiOxFy)n species) inside the
plasma from SiF4 products and oxygen. However, this effect is debated as dust nanoparticles are
usually trapped inside the plasma bulk because they are negatively charged [38].

Summary of the mechanisms. The basic phenomena behind nanotexturing of silicon surface
during plasma etching may now be synthesized in the particular case of mixtures containing fluo-
rine as etchant species and oxygen as passivator [68, 69]:

• Etching of c-Si by fluorine radicals and ion enhanced etching (formation of volatile SiF4);

• Formation of non-volatile SiOxFy on the surface (due to O* radicals that compete with F*)
acting as in-situ micro-masking species and preventing etching of underlying c-Si;
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• Sputtering of the micro-masking species (partial removal of the micro-mask).

As it has already been highlighted, an adequate balance between the c-Si etch rate, the passi-
vation layer formation rate and sputtering rate is required to obtain black silicon (it constitutes
the core of the “Black silicon method”). A rather simple Monte-Carlo model [70] taking these
three mechanisms into account has successfully modeled the experimentally observed evolution
of nanostructures during SF6/O2 plasma.

Experimental investigations have shown that the adequate balance is in particular controlled
by the volatility of SiOxFy species (and therefore the passivation layer formation rate) which de-
pends on the substrate temperature: in-situ micro-masking is more efficient at cryogenic condi-
tions (e.g. using nitrogen cooling) [71]. The effect of the substrate temperature on black silicon
formation was already observed by Jansen et al. [65]: they observed a U-shaped curve (with a min-
imum around 130 K, as seen in Figure I.18) for the O2 threshold content in the feed gas required to
obtain black silicon. A same trend has been observed by Dussart et al. [72] in different conditions
with a minimum around 160 K. The increase of oxygen content required for temperature below
the observed minimum threshold is not well understood but may stem from lower diffusion of
physisorbed oxygen on the surface (and thus a less efficient formation of the passivation layer). In
contrast the behavior above the minimal threshold value is more easily explained: it stems from
the increased volatility of the SiOxFy layer, so that a higher quantity of O* radicals (compared to F*)
is required to efficiently form the passivating layer. This effect is related to the passivation of side-
walls in deep silicon etching: the oxidation threshold (i.e. threshold oxygen content above which
the passivation layer is formed) increases with the substrate temperature [71]. Ion bombardment
increases the threshold (layer desorption is favored by kinetic energy transferred by the ions): the
bottom of the trenches is therefore below the oxidation threshold while the walls (not subjected to
ion bombardment) are passivated.

Fig. I.18: Oxygen content threshold versus substrate temperature for the formation of b-Si, extracted
from [65].

However, black silicon can also be obtained with SF6/O2 at higher (room) temperature [73] al-
though the suitable process conditions become more restrictive. Volatility of the passivation layer
may also be controlled by adding other gases in the mixture: Lee et al. added Cl2 to optimize the
texturing step for silicon solar cell fabrication claiming that the passivating layer was less volatile.
For the same purpose, Murias et al. [74] included CH4 in the feed gas to additionally form a poly-
mer passivating layer, which is in turn etched by oxygen. However, they found an optimum recipe
with the methane addition.

Roughening initiation and nanostructure morphology. The initiation of nanoscale roughening
during plasma etching is still not well understood. Indeed, the initial stages of nanostructure for-
mation are difficult to grasp, in particular because their direct observation would require in-situ
real-time probing at the nanoscale.

In the cases where nanostructures are generated by redeposition of either mask or electrode
material (or nanoparticles in dusty plasmas), the initiation may be understood by a stochastic
redeposition of particles, with a distribution depending on potential inter-particulate interactions
and a density depending on the particles formation rate. The final nanostructure density and
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size (at least shortly after the initiation) are here controlled by the initial particles. However, if
nanostructuring stems from the formation of micro-masking species directly on the surface, their
distribution and initial (lateral) size is more challenging to interpret. Qualitatively, the initiation in
this case is sometimes explained by variations of the native oxide thickness: this layer is removed
faster on locations where it is thinner, and a higher etching rate for Si induces the initial roughness.
If the oxide is removed prior etching (e.g. by HF dip), small local variations in the deposition rate
of micro-masking SiOxFy species might explain the initiation of roughening.

Once created, the nanostructures “grow” vertically and horizontally by removal of material,
and the final size and morphology of the nanostructures strongly depends on the process condi-
tions. From the literature, it is possible to give the following common characteristics for nanos-
tructures obtained by plasma etching from in-situ micro-masking: (i) the NS size is distributed
and comprised (in the lateral direction) between 10 nm and 10µm; (ii) the aspect ratio may vary
in a large range as shallow structures as well as very sharp “needle-like” structures have been ob-
tained; (iii) the NS locations on the surface are usually correlated: a typical distance between the
nanostructures can be quantified and in most cases corresponds to the base width of the NS (i.e.
the structures are “neighboring”); (iv) the nanostructures are circularly symmetric (along the nor-
mal to the surface), and if not, their shape depends on the crystalline orientation of the c-Si surface
and therefore the nanostructures are uniformly “oriented”. Examples of b-Si surfaces from litera-
ture are shown in Figure I.19 to illustrate the diversity of possible morphologies.

Fig. I.19: SEM images of various b-Si surfaces obtained by SF6/O2 RIE (and prior any other process) from
different groups illustrating the diversity of scales and morphologies. Extracted (in this order) from [67],

[75], [76] and [68].

I.2.1.b Common “wet” texturing techniques

As it has been previously mentioned, black silicon processes for PV applications are usually com-
pared to the two standard chemical texturing processes, namely alkaline and acidic etching. How-
ever, nanotexturing techniques may also be combined with prior conventional texturing to obtain
dual-scale structures. These “conventional” chemical techniques shall now be rapidly described
before detailing competing nanotexturing methods.

Alkaline etching for mono-Si. The etching rate with a diluted alkaline solution (e.g. aqueous
solutions of KOH or tetramethylammonium hydroxide – TMAH) is anisotropic: the etch rate is the
slowest along <111> directions [77]. Therefore, this process is suitable for the texturing of (100)
wafers: direct immersion into the solution will lead to the formation of randomly located “upright
pyramids” with (111) facets, as shown in Figure I.20(a). This process is now well-established in
the industry for monocrystalline solar cells and leads to an effective reflectance in the range of
9-10% without ARC. In contrast, one can obtain “inverted pyramids”, for instance by defining a
photolithographic pattern prior etching [78].

Acidic etching for mc-Si. The crystal orientation dependence for alkaline texturing prevents
its application to multi-crystalline solar cells, for which acidic texturing is typically used instead
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(more than 85% of the mc-Si solar cell in the market in 2017 [2]). This process, usually performed
using an aqueous mixture of HF/HNO3 [79], is isotropic in nature (also sometimes called “iso-
texturing”) and leads to rounded microstructures, Figure I.20(b). The final reflectance of acidic
textured surfaces is always significantly higher (above 15% without ARC) than for alkaline etched
structures, as shown in Figure I.20(c). Moreover, the effectiveness of the technique depends on the
initial surface finish, and has led to challenges for new wafer sawing processes, as will be detailed
in section I.2.3.b.

Fig. I.20: SEM images of (a) alkaline textured silicon (extracted from [77]) and (b) acidic textured silicon,
extracted from [79]. (c) Comparison of reflectance for different wet etchants on mono-Si (dashed lines)

and mc-Si (solid lines), extracted from [79]. SAA: surface active agents.

I.2.1.c Other nanotexturing techniques

Replacement of conventional wet texturing techniques by nanotexturing has been attempted suc-
cessfully using other methods than RIE. A synthetic description of these competing approaches is
given in this section. SEM images of b-Si surfaces obtained by the different methods are shown as
illustration in Figure I.21 at the end of this section.

Metal Assisted Chemical Etching. MACE (sometimes shortened MCCE for Metal Catalyzed Chem-
ical Etching) is one of the leading techniques in industry for the formation of b-Si. The market
share of MACE-textured mc-Si solar cells is expected to rapidly grow in the next years: the ITRPV
expects a 50% share by 2028, while it was around 10% in 2017 [2]. This process has first been pro-
posed by Koynov et al. [80] in 2006, and the first AlBSF mc-Si solar cell including a front MACE
textured surface was reported by the same team the next year with an efficiency of 13% [81]. The
current record efficiency for similar devices using MACE texturing of the front surface is 20.19%
(mono c-Si cell, [82]) and 19.06% for mc-Si [83]. Detailed reviews on the MACE process are avail-
able in [84, 85].

The technique involves the creation of a metallic layer - often in the form of nanoparticles
(NP) - on the surface of the Si wafer. Different metals can be used such as Ag, Au or Cu. The
etching is then performed by immersing the substrate in a solution containing HF and an oxi-
dizing agent such as peroxide: the metallic NP then act as catalysts for localized electrochemical
reactions where H2O2 is reduced and silicon is dissolved into H2SiF6 [86]. These reactions occur
preferentially where metal is in contact with Si, and the metal “sinks” into the c-Si, leading to the
formation of pores or nanowires.

The final morphology of MACE b-Si thus depends in particular on the nature and morphol-
ogy of the initial metallic layer or NPs, on the concentrations in reactive species in the solutions,
and on the etching time. Using all these “control knobs” the morphology of the nanotextured sur-
face can easily be tailored. The texturing time is usually short (a few minutes), but also requires
the recycling of the chemicals and the removal of the metal catalysts from the surface (once the
texturing is finished, in order to recover the properties of the semiconductor [87]). Although the
morphology of the obtained structure might depend on the crystalline orientation, this process is
viable on large-scale multi-crystalline silicon wafers.

39



I.2. BLACK SILICON: THEORY AND CHARACTERIZATION

Chemical Vapor Etching. CVE is a derivation of acidic etching: wafers are placed on top of a
heated bath of acidic etchant and vapor deposited onto the surface in the form of “micro-droplets”
locally etches the silicon. This technique was initially tested in 2008 by Ju et al. after standard
acidic etch to obtain a dual-scale texturing [88]: the team obtained a 16% efficiency mc-Si AlBSF
cell. More recently, Zhou et al tested this technique as a method to texture diamond wire sawn
mc-Si wafers and achieved 18.24% efficiency (also AlBSF cell) [89].

Plasma Immersion Ion Implantation. PIII was initially used for semiconductor doping. How-
ever, Xia et al. [90] demonstrated in 2011 that nanoscale texturing of c-Si by PIII was also possible
using a SF6/O2 mixture. The team fabricated a 15.7% efficiency AlBSF solar cell.

As one may expect, this technique has similarities with RIE: the main difference lies in the very
high (negative) DC voltage applied – independently from the plasma generating power – to the
substrate holder (0.5 to several kilovolts). The large voltage drop in front of the substrate acceler-
ates the ions that are thus implanted deeply into the c-Si bulk: the implantation depth depends
on the applied DC voltage and on the nature of the ions but may reach several tens of nanome-
ters. The exact mechanisms leading to nanotexturing by PIII with an SF6/O2 plasma have not been
thoroughly studied. However, Xia et al. give the following interpretation: F+ and SF+

x (x< 5) ions
are implanted and react with the surrounding Si atoms, while O* radicals induce the formation of
a passivation layer, similarly to the mechanisms in RIE. The chemical reactions are thus not strictly
happening on the surface.

Similarly to the RIE texturing, the final morphology of the b-Si surface depends on the com-
petition between the etching of Si by fluorine, the passivation with SiOxFy and the ion bombard-
ment [90]. However, the high ion energy required for PIII may induce a high density of defects and
contaminants in the c-Si that have to be removed. Applying an adequate damage removal etching
post b-Si formation using a NaNO2/HF/H2O solution, a team from the same lab achieved a record
17.46% efficiency AlBSF solar cell [91].

Atmospheric Dry Etching. ADE uses thermally activated F2(diluted in N2) molecules for the nan-
otexturing of c-Si at atmospheric pressure. The process has first been reported by Kafle et al. in
2013 [92], the team fabricated AlBSF solar cells with an efficiency of 15.2%. In 2015, a record of 18%
efficiency was achieved by the same team (similar cell structure), while in 2017 the same process
has been used to fabricate 20.3% efficiency PERC solar cells [93]. While etching by F2molecules at
atmospheric pressure was already demonstrated and showed an isotropic behavior, the nanotex-
turing mechanism obtained by the ADE method is not understood for now.

Pulsed femtosecond laser. Silicon surface treatment using pulsed laser in the presence of a flu-
orinated background gas has been shown to generate structures. The formation mechanisms, as
well as the scale and morphology of the final structures depend on numerous factors (e.g. back-
ground gas, fluence, scanning velocity) [94]. Moreover, the defects created in the silicon surface
have to be mitigated with a chemical damage removal etching to achieve reasonable efficiency.
Applying this method, Nayak et al. obtained self-assembled microscale high aspect ratio conical
structures on the front surface of mono-Si AlBSF cells, and have demonstrated an efficiency of
14.2% [95], while Chen et al. later reached an efficiency of 15.6% for the same type of cell [96].

Lithography-based approaches. This last category aggregates several “indirect” nanotexturing
techniques, where the creation of the pattern and its transfer to silicon are obtained in two sep-
arate steps. First, the pattern is formed in a masking layer deposited onto the silicon, it has for
instance been achieved using: (i) colloidal lithography, [97, 98]; (ii) laser-interference lithogra-
phy [99]; (iii) or nanoimprint lithography [100, 101]. The pattern is then transferred to silicon
using wet or dry etching methods. Notice that these techniques are not always classified as “b-Si
techniques” as they sometimes lead to microscale structures. Moreover, lithography-based ap-
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proaches are the only ones that can achieve the formation of periodic structures with identical
sizes, also pseudo-random arrangements are usually obtained from colloidal lithography.

A few results at solar cell level (here all on mono-Si AlBSF cells) should be highlighted. Cheon
et al. obtained 17.2% efficiency using colloidal lithography with spin-coated silica beads (diameter
of 520 nm) and subsequent etching by SF6/O2 plasma [97]. Using nanoimprint lithography (pat-
tern transfer also made by SF6/O2 plasma), Volk et al. obtained 17.8% efficiency [100]. However,
the “honeycomb” surface they manufactured showed structures at the microscale (around 10µm
deep for a diameter of approximately 8µm). Finally, Cornago et al realized 15.6% efficiency cells
using laser interference lithography and pattern transfer by CF4/O2 plasma [99]. Notice that in all
cases, several additional cleaning or etching steps (in addition to the mask layer deposition and
pattern transfer) are required, making the manufacturing process much more complex.

Fig. I.21: SEM images of various b-Si surfaces (prior any other process) obtained by: (a) MACE, extracted
from [102]; (b) PIII, from [103]; (c) ADE, from [104]; (d) Pulsed femtosecond laser [95] and (e) Colloidal

lithography [97].

I.2.1.d Synthesis

A rapid synthesis of the various texturing techniques is here proposed, with their advantages and
drawbacks for implementation in PV devices evaluated regarding several criteria. This comparison
is given in Table I.1. Notice that the lithography-based approaches are excluded as their charac-
teristics may be limited both by the pattern formation step or the transfer method. For instance, if
the pattern transfer is done by RIE the limitations will be similar as for direct RIE nanotexturing.

As detailed in Table I.1, a first common denominator for nanotexturing techniques is the very
low reflectance that is achievable without an additional ARC, in contrast to conventional chem-
ical etching. Values below 5% (average in the visible spectrum) have been reported for all b-Si
techniques, and reflectance values in the order of 1% are common. Secondly, these techniques
are all applicable on both mono- and mc-Si wafers, although crystalline orientation dependence
has been observed in the case of RIE and MACE texturing. However, some teams use a chemical
etching step after etching to form inverted nanopyramids, in which case the technique may not
be viable for mc-Si.

A difference appears in the need for additional chemical etching steps after texturing. In the
case of MACE, metal particles have to be removed from the Si surface and this step is unavoidable
(and one might argue that it is “part of the process”). For ADE this step is not required as gas-
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surface interaction involve only very low particle kinetic energies. In the case of RIE, DRE may be
avoided if ion bombardment energy is kept low. In contrast, DRE is required for PIII and pulsed
laser techniques since both techniques create a large density of defects on the silicon surface.

Regarding the issues coming from the etchants and by-products, wet techniques (conventional
or MACE) are characterized by the use of a large quantity of liquid chemicals that require recycling
or elimination. On the other hand, dry techniques often involve halogen etchants which some-
times have very high global warming potential (GWP). The example of F2 and SF6 are striking as
the former has no GWP, while the latter holds the record of the highest GWP, i.e. around 22 thou-
sand times the GWP of CO2. The management of chemicals, gases and by-products is problematic
as it might reveal costly (both financially and environmentally) but can be mitigated by recycling
and careful elimination.

Finally, the viability of the nanotexturing techniques at the industrial scale is more difficult to
assess. Based on the current market shares and predicted trends (for instance from the ITRPV), it
is possible to state that both RIE and MACE are viable since these techniques are already employed
by some companies and their market share is expected to grow. For the other methods, the evalu-
ation is based on the author’s own understanding of the technical and scientific literature, and is
therefore rightfully arguable.
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Tab. I.1: Comparison of silicon texturing techniques regarding various criteria.

Method
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Need for DRE

Issues from etchants
& by-products

Viability (industrial level)
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”
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Alkaline
etch.

Yes,
only mono-Si

High (10%) No Disposal of chemicals
Yes, dominant for mono-Si (inexpen-
sive, high throughput and scalability)

Acidic
etch.

No
Very high (>15%),
not possible on
DWS mc-Si

No Disposal of chemicals
Yes (inexpensive, high through-
put and scalability) but gradually
replaced

B
la

ck
si

li
co

n
m

et
h

od
s

RIE
No
(w/ exceptions)

Very low Avoidable
High GWP of SF6, treat-
ment of by-products

Yes for mc-Si (but low expected
share [2])

MACE
No
(w/ exceptions)

Very low
No (but re-
moval of metal
catalysts)

Disposal of chemicals,
recycling of metal cata-
lysts

Yes for mc-si (expected dominant
within 10 years [2])

CVE No Very low No Disposal of chemicals
Yes? (possibly low cost, scalability
and throughput unknown)

PIII No Very low Unavoidable
High GWP of SF6, treat-
ment of by-products

Unlikely? (possibly high investment
costs, issues of throughput?)

ADE No Very low No
Treatment of by-
products, recycling
of F2

Yes? (inline system with high scala-
bility and throughput, but costs un-
known [104])

Pulsed
laser

No Very low Unavoidable
Potential issues from
background gas (SF6)

Unlikely? (good scalability but lim-
ited throughput, possibly high invest-
ment costs)
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I.2.2 Optical Properties of Nanostructured Surfaces

I.2.2.a Anti-reflection

The reflection at an interface between two materials is due to the difference in refractive index
and may be described by Fresnel’s equations (derived from electromagnetics). The propagation of
light inside a material can be described by the complex refractive index n(λ0) = n(λ0)+ iκ(λ0). n
is the refractive index and characterizes the light propagation velocity in a given material, and κ is
the extinction coefficient. The latter is linked to the absorption coefficient α and both depend on
the wavelength (here we consider the wavelength in vacuum λ0, but from now we will drop this
dependence in the notations for simplification):

α= 4πκ

λ0
(I.19)

where the absorption coefficient characterizes the exponential decay of light intensity with the
distance d traveled inside the material (Beer-Lambert law) with I (d) = I (0)e−αd .

Let us now consider a planar interface between air and c-Si. Air is a transparent medium (no
absorption) with a near unity refractive index n0 = 1. In contrast, c-Si is an absorbing material
with a refractive index n1 + iκ1. For the simple case of normal incidence, Fresnel’s coefficient for
reflection and transmission (in intensity) can be computed by:

Rf =
(n1 −n0)2 +κ1

2

(n1 +n0)2 +κ1
2

(I.20)

Tf = 1−Rf =
4n1

(n1 +n0)2 +κ1
2

(I.21)

For non-normal incidence, polarization of light has to be taken into account but the transition
to a higher refractive index material still induces reflection of part of the light (with the notable
exception of total transmission at Brewster’s angle for p-polarized light). From these very sim-
ple considerations, we notice that drastically decreasing reflectance at a given wavelength (for a
flat interface) requires an adaptation of the refractive index between the two materials, i.e. in-
dex matching. This approach is for instance used when applying to anti-reflection coatings (ARC)
which exhibit intermediate refractive index between air and c-Si.

If we now remove the constraint of a flat interface, another technique to reduce reflectance can
be attempted by structuring at a scale much larger than the considered wavelength (for the geo-
metric optics interpretation to be valid). Now the complex interface geometry induces multiple
reflections which are as many opportunities for light to be transmitted inside the material. This
second approach corresponds for instance to standard “microstructuring” for c-Si solar cells, e.g.
pyramid texturing on monocrystalline (100) wafers where the pyramids usually exhibit sizes in the
range of 2 to 10µm. In most solar cells, both approaches (ARC and microstructuring) are applied
simultaneously.

Back to black silicon. Nanotextured silicon surfaces exhibit very low reflectance in a broadband
wavelength range, as illustrated in Figure I.22 showing results from Steglich et al. [105]. The team
fabricated b-Si surface with SF6/O2 plasma texturing. Figure I.22(a) shows SEM images of the ob-
tained structures: the average structure depth is around 0.5, 1 and 2µm after 2, 3 and 10 min
etching respectively. Meanwhile, the average nanostructure width lay respectively at 50, 75 and
225 nm. The reflectance of the samples decreases in the whole measurement range [300,1500 nm]
as a function of the etching time, as shown in Figure I.22(b). After 10 min of etching, the reflectance
drops to around 1% in the range from 300 to 1000 nm.

From this example, it should first be highlighted that comparison with literature may be made
difficult due to the lack of a standard metric. For PV applications, the most common metric is the
AM1.5g weighted average reflectance value, sometimes named “effective reflectance” (detailed in
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Fig. I.22: (a) SEM images of b-Si surfaces obtained by ICP-RIE in SF6/O2 with varying etching time.
(b) Evolution of the total hemispherical reflectance of the samples with etching time. Adapted from [105].

section I.2.4.a). However, the choice of wavelengths range over which this average is computed
also depends on the authors.

The broadband anti-reflective behavior obtained with “aperiodic” nanostructured silicon sur-
faces can be analyzed (and optimized) using full electromagnetic approaches. Some attempts
have been made using for instance Rigorous Coupled Wave Analysis (RCWA, see for instance [106,
107]) or Finite Difference Time Domain (FDTD, e.g. [75, 108]) techniques to solve Maxwell’s equa-
tions and model the optical properties of nanostructured surfaces. However, both techniques are
computer-intensive and their validity is limited in the case of random structures.

Alternatively, a first interpretation can be made from two simplified models that depend on
the characteristic lateral sizeΛNS of the nanostructures, the free space light wavelength λ0 and the
refractive index of the material nSi [109, 110].

• If λ0/nSi ¿ ΛNS, we go back to the previously mentioned “multiple reflections” approach.
Due to the complex morphology of the b-Si surface, an initial beam of light that is reflected
has a great probability to impinge the silicon surface again and to be finally transmitted, as
illustrated in Figure I.23(a). However, this interpretation is simplified; in particular, trans-
mitted light might also exit the substrate if the absorption is weak. Nevertheless, simple
ray-tracing simulations can in particular be used to model the reflectance in this case.

• If λ0/nSi À ΛNS (subwavelength regime), the situation becomes similar to refractive index
matching. Indeed, when the characteristic lateral size of the nanostructures is very small
compared to the wavelength of light, the interface becomes “optically flat”. Thus, the nan-
otextured surface acts as graded refractive index layer, i.e. the refractive index gradually
increases from air to silicon, as depicted in Figure I.23(b), a case which can again be mod-
eled in a simple manner (see Chapter IV, section IV.1.1 in particular). While the condition for
the graded-refractive index interpretation is set on the lateral size of the nanostructures, the
magnitude of the effect depends on the thickness of the equivalent layer and on the refrac-
tive index profile. The anti-reflective effect of a graded refractive index layer was first the-
oretically demonstrated by Lord Rayleigh [111] and extensively investigated since then (see
for instance [110, 112]). In the case of nanotextured c-Si surfaces, Branz et al. have shown
experimentally that the decay of reflectance is exponential with a characteristic depth of
λ0/8: to decrease the reflectance at an air/c-Si interface by more than 95%rel (and up to a
wavelength of 1000 nm), the graded layer thickness should be higher than 250 nm [113].

The two interpretations (geometrical optics and gradient refractive index) give a first descrip-
tion - in limited ranges - of the anti-reflective properties of nanotextured surfaces. However, in
the case of c-Si PV applications, the studied wavelengths (λ0 ∈ [250,1300nm]) and the lateral size
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Fig. I.23: Schematic of light reflection and transmission at the c-Si surface with (a) large structures and
(b) small structures compared to the wavelength of incoming light.

of the b-Si nanostructures often have a similar order of magnitude (as in the previous example,
ΛNS ∈ [50,225nm]), so that neither of the two interpretations can be considered totally valid. In
particular, diffraction phenomena may appear if the nanostructures have a periodic (or correlated
“pseudo-random”) arrangement, similarly to what is observed for “structural colors” [114].

I.2.2.b Light-trapping

Figure I.24 shows the real and imaginary components of the refractive index for c-Si at 300 K, as
well as the absorption depth 1/α (corresponds to the propagation distance where the intensity of
light falls to 1/exp(1) = 37% of its initial value) as a function of the wavelength in vacuum. Typi-
cal solar cells (current industrial standard [2]) have an absorber thickness around 200µm: above
1000 nm the absorption length of c-Si becomes much greater than the solar cell thickness and a
large amount of light might be lost if it exits from the absorber. Light-trapping strategies (i.e. meth-
ods to prevent light from escaping the absorber) are required to avoid these losses in the near-IR
range.

Fig. I.24: Optical properties of c-Si (at 300 K, data adapted from [115]): real and imaginary part of the
refractive index and absorption depth.

A first technique to improve light-trapping is to coat the back surface of the cell with a metal
which will act as a mirror (assumed perfect, a model reference situation for monofacial solar cells).
In this case (“perfect rear mirror”), with no ARC on the front surface, a simple computation for nor-
mal light incidence on a slab of thickness w placed into air can be done. In this case (schematically
depicted in Figure I.25(a)), the total absorptance is expressed by:

Atot = 1−Rf −
(1−Rf)

2 e−2αw

1−Rfe−2αw (I.22)

To better grasp how light-trapping is a critical property, a second case (“2 paths” in Figure I.25)
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Fig. I.25: (a) Model light-trapping structures. (b) Corresponding theoretical absorptance (absorber
thickness 200µm) shown together with the AM1.5g spectral photon flux. (c) Theoretical photogenerated

current density versus absorber thickness.

including a perfect rear mirror and a perfect ARC coating (Rf = 0 for all wavelengths) at the front
surface is considered. Only escape reflectance remains, so that:

Atot = 1−e−2αw (I.23)

Figure I.25 also shows the “Lambertian limit” case. It has first been established by Yablonovitch
[116] in the limit of weak absorption and then extended to absorbing media by Green [117]. The
best light-trapping efficiency (achievable with the scattering phenomenon) is obtained when the
surface acts as a Lambertian scatterer, i.e. light is equally diffused in all directions. Following the
computation from [118], for a system with a Lambertian front surface with perfect ARC and perfect
back mirror, absorptance is expressed by:

Atot = 1−
(
1+ n2(1−T 2

r )

T 2
r

)−1

(I.24)

where Tr is the transmission coefficient for an “average ray” after complete randomization through
the Lambertian scatterer:

Tr(w) = 2
∫

π/2

0
cosθe−αw/cosθ sinθdθ (I.25)

Notice that all the above computations on light trapping neglect any potential interference
phenomena. In all the considered cases, the absorptance spectra are shown in Figure I.25(b) for
a 200µm thick absorber. Comparing the “Perfect rear mirror” and the “2 paths” cases, one can
observe the gain from a perfect front ARC for wavelengths below 1000 nm, where the flat air/c-Si
interface induces strong reflection in the “Perfect rear mirror” case. In the two cases, the absorp-
tance curves rapidly join above 1000 nm where the losses are mostly due to weak absorptance.
The “Lambertian limit” case gives an idea of the possible gain when scattering leads to random-
ization of light and drastically increases the distance traveled by light in the device: at 1100 nm,
absorptance can be improved by a factor 8. Although the Lambertian limit is theoretical it may
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be approached, as shown for thin (20µm) c-Si absorbers using a b-Si front surface and a pyramid
textured back side with a Bragg reflector [119].

To quantify the absorption in these systems in a global (relevant for c-Si solar cells) manner, let
us compute the photogenerated current density for a given absorber thickness Jph(w) (similarly
to the approach proposed by Schuster et al. [118] and neglecting parasitic absorption):

Jph(w) = e
∫ 1200 nm

250 nm
Atot(w,λ)φAM1.5g(λ)λdλ (I.26)

where φAM1.5g is the global solar spectral photon flux and e the electron charge. If all photons
were absorbed in the [250,1200 nm] range, the photogenerated current would amount to around
JAM1.5g = 46.5mA ·cm−2.

The importance of light-trapping surges when considering thinner absorbers as can be seen
from the evolution of photogenerated current density with the absorber thickness in Figure I.25(c).
Below 200µm, potential losses in case of poor light-trapping become greater than than 20% and
light-trapping becomes more crucial than anti-reflection for substrates thinner than around 10µm,
although the relevance of c-Si material as a very thin absorber becomes questionable.

I.2.2.c Angular acceptance

A last important bonus achievable using front surface nanotexturing is an enhanced angular ac-
ceptance. Indeed, nanotexturing can lead to a decrease of reflectance for a broad range of light
incident angles, as it has been shown in [120] for bare b-Si. Moreover, nanotextured solar cells
have been shown to be less reflective compared to solar cells with pyramid texturing up to very
large incidence angles (> 70°) [121]. This property is particularly interesting since the wide ma-
jority of c-Si solar cells are currently installed on static structures (more than 85% in 2017 [2]), so
that the angle of incidence of light varies with the Sun’s path in the sky (variations during the day
and with the seasons). Due to the increased angular acceptance alone, a 2%rel potential increase
in annual power output for fixed optimally tilted cells has been evaluated for installations at lati-
tudes below 60° [121] – corresponding approximately to the latitude of the city of Saint Petersburg
in Russia. However, a more recent experimental study has shown that the enhanced angular ac-
ceptance at cell level obtained through nanotexturing is almost fully lost at module level [122].
The authors explain that the difference in angular absorption between cells with different front
surface textures occurs mainly at high angles of incidence. However, integration in a module leads
to a maximal angle of incidence around 43° on the cell, due to the presence of the encapsulant
and glass. Moreover, losses in angular absorption were actually dominated by the reflectance at
glass/encapsulant interface. The omnidirectional absorptance in nanostructured solar cells may
therefore not be beneficial for PV applications.

I.2.3 Implementation of b-Si in Solar Cells

I.2.3.a Challenges from electronic properties

Having introduced several advantageous optical properties of nanotextured silicon surfaces, we
now have to discuss the challenges faced when implementing such surfaces in solar cells.

Surface passivation. It is here useful to clearly highlight that the word “passivation” holds two
different meanings in this work, depending on the context. Regarding plasma etching, passiva-
tion is linked to the formation of an inhibitor layer on the surface of a material during specific
processes. Passivation therefore means “inhibition of chemical reactions”. In the context of semi-
conductor device physics, passivation is used in the sense of “inhibition of carrier recombination”.

Photogenerated carriers (electrons and holes) in a PV device may recombine before being col-
lected at contacts. Different mechanisms lead to recombination, and this phenomenon can take
place in the bulk (due to defects, e.g. impurities) or near interfaces with other materials (for in-
stance due to dangling bonds). The latter phenomenon may in particular become dominant if
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the surface to volume ratio is high, and c-Si solar cells are here a perfect example: a typical cell
is 15.6×15.6cm2 wide with an absorber thickness of only 200µm. Recombination near interfaces
can be mitigated by surface passivation, through two methods: (i) chemical passivation, which
consists in reducing the areal density of dangling bonds and active defects; (ii) field effect passi-
vation, which consists in repelling one type of carriers from the surface to impede recombination.
Passivation for c-Si solar cells has been studied previously at the LPICM [123], and more details
can be found for instance in Aberle et al. [124].

The quality of passivation on a sample can be evaluated by the minority carrier lifetime τeff,
i.e. the characteristic delay between free carrier generation and recombination, which can be mea-
sured and expressed in the following equation:

τeff =
(

1

τbulk
− 2Seff

w

)−1

(I.27)

where τbulk is the “bulk lifetime” which can be theoretically computed [125], w the absorber thick-
ness, and Seff the surface recombination velocity (SRV). Equation (I.27) thus clearly separates the
contribution of the bulk and the surfaces to the recombination. Seff can then be isolated and gives
a quantitative evaluation of the surface passivation quality.

After nanotexturing of the c-Si surface, passivation becomes more challenging due to several
factors. The first and most obvious influence of nanotexturing is the high increase of the sur-
face area [126]. Due to the high aspect ratio of the nanostructures, the real area, ANS, of the sur-
face becomes much large than the projected area Aproj, i.e. the surface area enhancement factor
ΣNS = ANS/Aproj becomes high. A simple computation can be made for considering close-packed
identical cones (base diameter Λ, height H) on a surface and neglecting the area between the
cones. If we define the aspect ratio as AR = H/Λ, ΣNS = (1+4AR2)1/2. In the limit of high aspect
ratio, the area enhancement factor is twice the aspect ratio, and values of AR up to 10 are some-
times reported in the case of PV applications [51]. Independently from the surface passivation
quality (i.e. if the local SRV, Slocal, remains identical), an increased surface area will induce higher
surface recombination densities:

Seff =ΣNSSlocal (I.28)

A second issue related to high aspect ratio has also emerged experimentally: the presence of
nanostructures makes the deposition of a passivation layer more challenging. Although conven-
tional PECVD SiNx coatings have proven to be effective (e.g. [127]), they are not always confor-
mally deposited: voids between the c-Si surface and the layer are present and leave unpassivated
areas [128]. Other passivation materials and deposition methods are therefore investigated for
black silicon solar cells. Numerous laboratory studies are for instance focusing on the use of Al2O3

grown by Atomic Layer Deposition (ALD) [121, 129], which is also known to improve field-effect
passivation on p-type c-Si due to the presence of negative fixed charges [130].

Other issues may also pile up due to the employed nanostructuring method. Focusing on the
case of plasma texturing, ion bombardment generates defects in the uppermost atomic layers (and
to depths of several nanometers for high ion energies [131]): recombination is therefore favored in
this damaged region. In order to tackle this issue, damage removal etching (DRE) steps are often
used in the case of plasma texturing. This step follows several objectives: (i) remove the uppermost
layer of c-Si where the density of defects (in the case of RIE or PIII b-Si) may be high in order to
avoid recombination on this location [132, 133]; (ii) reduce the area enhancement factor of the
b-Si surface (as well as its aspect ratio) in order to improve the quality of the following surface
passivation; (iii) and smooth the apexes of the nanostructures to diminish their doping level (see
next paragraph). Damage free plasma texturing processes are tested as well to avoid the chemical
etch step after texturing [134, 135].

Doping. We here consider solar cell architectures where the front (nanotextured) surface has to
be strongly doped, for instance AlBSF (that require a front emitter, in contrast with IBC cells for
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instance). The doping process is almost always carried out after b-Si formation, and so the doping
level is strongly dependent on the surface nanostructure. In the case of dopant diffusion (domi-
nant technique used for emitter formation), if the nanostructures have a characteristic size smaller
than the diffusion length, a large “over doping” occurs at the summit of structures. Consequently,
Auger recombination (a three-particle non-radiative recombination process) is favored due to the
high carrier density and the nanostructures act as a “dead layer”. Since high-energy photons (in
the blue range) are absorbed very close to the surface of the absorber, the overdoping especially
affects the “blue response” of the cell. Some studies have shown that a chemical etching after b-Si
formation (similarly as a DRE) may mitigate this issue by smoothing the apexes of the nanostruc-
tures before diffusion [136, 137].

Another solution would be to perform the diffusion prior to texturing [138, 139] to obtain a
more uniform doping level in the nanostructures. In Shen et al. [138], the blue response of the
solar cells was indeed improved if the diffusion process was applied before texturing. The authors
attributed this effect to the absence of a “dead layer” and reduced lateral electric fields. However,
this approach requires a simultaneous optimization of the texturing and doping processes. As
shown by Shen et al., the morphology of the nanostructures (obtained by PIII with SF6/O2) de-
pends on the surface doping level. As well, if the texturing process removes a large thickness of
silicon the diffused layer may be totally removed.

Contact deposition. While surface passivation and (to a lesser extent) doping of nanotextured
surfaces have drawn a lot of attention, investigations on the challenges of front contact opening
and metal deposition onto such surfaces are rare. As a notable exception, the influence of the
nanotexturing on the contact formation by screen-printing (the dominant technique for front-
contacted b-Si cells reported in literature) has been investigated by Kafle et al. [140]. The authors
have shown that the formation of the Ag crystallites was favored on the tip of the structures. Re-
gardless of the nanostructure dimensions, the overall contact resistivity was kept approximately
constant on the nanotextured and acidic textured surfaces.

I.2.3.b State of the art black silicon solar cells

Already in 1995 when the team of Jansen et al. first depicted their “black silicon method” the au-
thors pointed out that such surfaces could be applied to “sunlight collectors” [59]. Since then, a lot
of effort has been put into the development of nanotexturing methods to maximize light collection
in silicon solar cells.

The record efficiency for black silicon solar cells are synthesized in Figure I.26, together with
the overall records (data from NREL, [141]). In order to set the constraints for this literature review,
we have focused on solar cells with the following properties: (i) they include a front nanotextured
side (and therefore discarded studies on rear surface texturing – used for light-trapping); (ii) they
have thick absorbers (above approximately 50µm: below this threshold silicon solar cells are usu-
ally called “ultra-thin” and other aspects such as the fabrication of such thin absorbers become
important); (iii) they have been characterized under standard one-sun illumination (AM1.5g spec-
trum, without concentration). A more exhaustive account of solar cell results in the literature is
available in Appendix B.

The cell types are separated in several categories: mono- or multicrystalline cells (respectively
mono-Si and mc-Si in Figure I.26), and a subdivision for mono-Si cells is adopted whether the
architecture includes a silicon heterojunction (SHJ). While 107 results for black silicon solar cells
have been identified in literature, only independently certified cells are recognized as “historical
records”. Overall, around 50% of the reported results use direct MACE and almost 30% direct RIE
texturing. Efficiency above 19% (on both mono-Si and mc-Si solar cells) has been shown only for
these two techniques, and both current record efficiencies (for mono-Si and mc-Si cells including
a b-Si front surface) involve nanotexturing by RIE. Table I.2 gives further details on the current
record solar cells.
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Fig. I.26: Chronology of record efficiencies and reported b-Si solar cells efficiencies for mono-Si (left) and
mc-Si (right) cells.

Mono-crystalline silicon solar cells. From the values in Figure I.26, it is observed that black sili-
con has not proven able to achieve the highest conversion efficiency in monocrystalline solar cells
for now, as only a few values higher than 20% have been shown. Moreover, the highest efficiency
of 22.1% for monocrystalline b-Si solar cells is far from the overall records.

The current global record has been obtained in 2017 by Kaneka Corporation (Japan) [142, 145]
with an interdigitated back-contacts silicon heterojunction (IBC-SHJ) cell at 26.7% efficiency. The
front surface is therefore free of contacts and its surface is pyramid textured with an amorphous
silicon passivation layer topped with an ARC. The short-circuit current is 42.65 mA ·cm−2, and an
analysis of the experimental result (relatively to the theoretical limit of 29.1% assessed by Richter
et al. [146]) has shown that optical losses only explain 0.1%abs of the gap. The record for homo-
junction solar cells is held by the Institute for Solar Energy Research Hamelin (ISFH, Germany)
since early 2018, with the efficiency of 26.1% and a short-circuit current density of 42.62 mA ·cm−2.
Again, the front side is pyramid textured and the solar cell includes interdigitated back contacts
(IBC) that reduce shading losses [143].

In contrast, the record for black silicon monocrystalline solar cells is held by a collaborative
team from Aalto University (Finland) and Universitat Politècnica de Catalunya (Spain), reported
in Savin et al. [121], also for an IBC architecture. The front surface has been textured using cryo-
genic ICP-RIE (substrate temperature of −120 ◦C) with SF6/O2 plasma. No damage removal etch-
ing subsequent to texturing has been applied. The efficiency of the solar cell was certified at 22.1%,
i.e. a similar efficiency (given the uncertainties) as the reference pyramid textured cell measured
at 22.0% manufactured by the same team. The short-circuit current was only 0.2 mA ·cm−2 su-
perior to the reference: the improvement in light management from nanotexturing is therefore
very weak, and decreases in other sources of losses would be needed to close the large gap (4%abs)
between the record b-Si and the overall record IBC cell from ISFH.

These records show that conventional microtexturing by wet techniques with an additional
ARC is therefore very effective in mitigating optical losses: for mono-Si solar cells, the interest for
nanotexturing becomes debatable in terms of efficiency.
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Tab. I.2: Detailed electrical properties of the current record efficiency c-Si solar cells. Uncertainties given
when available.

Cell type Team
Area Voc Jsc F F η

(cm2) (mV) (mA ·cm−2) (%) (%)

m
on

o-
Si

n-type
IBC-SHJ

Kaneka [142] 79 738 42.65 84.9 26.7 ± 0.5

p-type
IBC

ISFH [143] 4 726.6 ± 1.8 42.62 ± 0.40 84.28 ± 0.59 26.10 ± 0.31

n-type IBC
front b-Si

Aalto Univ. &
Univ. Politècnica
Catalunya [121]

9 677.8 ± 2.3 41.03 ± 0.78 79.48 ± 0.52 22.10 ± 0.44

m
c-

Si n-type
TOPcon

FhG-ISE [144] 4 674.2 41.08 80.5 22.3 ± 0.4

Multi-crystalline silicon solar cells. The situation for multicrystalline solar cells is quite differ-
ent and more encouraging for black silicon solar cells. As it can be observed in the right graph
in Figure I.26, most black silicon multicrystalline solar cells reported in literature have efficiency
below 20%. However, the latest records obtained by the Fraunhofer Institut für Solare Energiesys-
teme (FhG-ISE, Germany) altered the perspective. Indeed, their most recent records (21.9% and
22.3% efficiency [144, 147]) have been obtained using front surface nanotexturing by ICP-RIE with
a SF6/O2 plasma. Similarly as for the record cell by Savin et al. no subsequent damage removal
etching was required as the ion bombardment energy was kept low. The main difference from
previous b-Si mc-Si cell actually comes from the “high-performance” mc-Si wafer and the TOP-
con approach for rear contacts (crudely speaking, it consists of an advanced surface passivation
method).

The fact that the record efficiency for mc-Si solar cells has been obtained using nanotexturing
is actually not entirely surprising. As it has been pointed out previously, conventional isotropic
(wet) texturing techniques for mc-Si are not quite as effective as alkaline texturing on monocrys-
talline wafers.

The emergence of diamond wire sawing (DWS) has made texturing even more challenging for
mc-Si wafers. In a few words, this technique employs metallic wires coated with diamond par-
ticles to cut the wafers, in contrast to slurry wire sawing, where the metallic wires are continu-
ously dipped in a solution containing abrasive particles (e.g. diamond or SiC particles). DWS is
gradually replacing SWS as the dominant cutting method for solar-grade silicon wafers, as shown
by the ITRPV [2], due to drastic reductions in material losses. In 2017, the market of mono-Si
wafers was already dominated by DWS, while for mc-Si, it represented about 30% of the market,
but this share is expected to grow rapidly in the next years (exceeding 90% by 2022). However, the
surface finish obtained by both techniques is very different. SWS leads to a very rough surface
with a relatively thick damaged layer comprising a high density of cracks. In contrast, DWS c-Si
wafers show smooth parallel grooves and partial amorphization, with a thinner damaged layer. All
these factors are believed to be responsible for a much less effective acidic texturing on DWS mc-Si
wafers [148] and the need for alternatives pushes investigations on nanotexturing techniques. As a
consequence, MACE and RIE texturing are expected to gradually replace acidic texturing for solar
cells in the next years [2].

I.2.4 Characterization Methods

I.2.4.a Spectrophotometry

Total hemispherical reflectance as well as absorptance has been measured for wavelengths λ0

between 250 and 1250 nm, with a PerkinElmer Lambda 950 spectrophotometer equipped with
a 150 mm integrating sphere, as depicted in Figure I.27. Reflectance is measured at near-normal
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incidence: an angle of 8° is necessary to avoid specular reflected light to escape the integrating
sphere. Absorptance has been measured by placing the sample inside the integrating sphere with
a variable angle center-mount sample holder. Two types of light sources as well as two different
detectors in the integrating sphere allow measurements for wavelengths from 200 to 2500 nm.

In order to quantitatively compare the reflectance of the samples, the effective reflectance, Reff,
is computed, Equation (I.29), by integrating the reflectance spectrum R(λ0) and weighting it by the
AM1.5g solar spectral photon flux φAM1.5g according to the ASTM G173-03(2012) standard [3]:

Reff =
∫ 1000 nm

280 nm R(λ)φAM1.5g(λ)dλ∫ 1000 nm
280 nm φAM1.5g(λ)dλ

(I.29)

The upper limit at 1000 nm is chosen to cut off the escape reflectance contribution in the re-
gion where silicon is partially transparent. Beyond this wavelength, multiple reflections can occur
inside the material: thus, Reffis representative of the external reflectance at the top surface and
decorrelated from light-trapping. The measurement uncertainty is mainly attributed to the qual-
ity of the reference used for calibration of the instrument, so that relative comparisons of R(λ0) or
A(λ0) between samples measured in a row are deemed valid down to differences of 0.2% absolute.
In contrast, the uncertainty on absolute values of reflectance at a given wavelength is estimated
at 1% absolute in the full measurement range (data from the tool manufacturer), so that the same
uncertainty is evaluated for averaged values (like Reff).

Fig. I.27: Schematic of the spectrophotometer with the 150 mm integrating sphere. Extracted from the
website of the manufacturer.

I.2.4.b Scanning Electron Microscopy

A Hitachi S-4800 scanning electron microscope has been used to characterize the surface mor-
phology of initial and nanotextured silicon samples. While the technique gives qualitative char-
acterizations of surface nanostructures (shape, apparent size), it is useful to highlight how SEM
images can be used to extract quantitative information on pseudo-random nanostructured sur-
faces.

Cross-section view SEM images. To obtain an estimate of the nanostructure height, cross-section
views have been used: in this case the height of several tens of features is manually measured in
order to obtain a statistically representative average. An example of such an image is shown in
Figure I.28(a).
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Top view SEM images. Grayscale top-view SEM images can provide estimates of the nanostruc-
ture lateral dimensions. In particular, it can be seen in Figure I.28(b) that the nanostructures are
closely packed on the surface. The characteristic distance between nanostructures has been deter-
mined from the normalized and circularly averaged radial autocorrelation function (AC Fr ) [149]
computed from the grayscale SEM images:

AC F r (r ) = 1

2π

∫ 2π

0

Ï
f
(
x, y

)
f
(
x + r cosϕ, y + r sinϕ

)
dxdydϕ (I.30)

where f is the grayscale image and (x, y) (respectively (r,ϕ)) designate the Cartesian (respectively
polar) coordinates of the pixels. A typical example is shown in Figure I.28(c) as a function of the
radius r . The estimated pseudo-period ΛNS corresponds to twice the value of the first local mini-
mum of the autocorrelation function as seen in the example of Figure I.28(c). ΛNS is here numeri-
cally determined by fitting the ACF in the region near the minimum to a cubic polynomial in order
to reduce the contribution of noise. Furthermore, it should be noted that SEM images show a dis-
tribution of structure sizes on the surface, and therefore the pseudo-period ΛNS only represents
an average nanostructure width.

Fig. I.28: SEM images of an RIE textured sample: (a) cross-section view (b) top view, and (c) circularly
averaged autocorrelation function obtained from image (b).

I.2.4.c Stylus profilometry

In order to assess the etched depth or the etching rate for a given etching process, stylus profilom-
etry has been carried out using a Dektak XT system. To this aim, part of the considered sample
is masked during the etching, so that a step is created between the etched area and the pristine
part, as schematically depicted in Figure I.29. Several profiles are measured at different locations
perpendicularly to the step edge. The profile is leveled assuming a horizontal pristine area, and
the difference in average height in the pristine and etched area is measured, Figure I.29.

Fig. I.29: Example of five step profiles obtained on a textured sample with a masked area (schematic in
inset) used to compute the etched thickness.
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I.2.4.d Photoconductance decay

The quality of surface passivation has been investigated using “photoconductance decay” which
measures the effective lifetime of minority carriers,τeff: the carriers are created by illumination
and an inductive coil present below the sample monitors the time-variation of the conductance.
This technique has been carried out using a Sinton WCT-120 system. The surface recombination
velocity Seff can then be computed. As customarily done in literature, both the effective lifetime
and surface recombination velocity are evaluated at an injection level of 1015 cm−3.

In the present work, asymmetric passivated samples have been used: only the front surface
was textured while the back surface was not. In this case, it is not possible to isolate the different
contributions from the front and rear surfaces by a single PCD measurement. Therefore, reference
un-etched samples were also passivated (with the same recipe and sometimes in the same batch).
The effective surface recombination velocity (SRV) of the reference samples Sref

eff was measured
separately, and the front SRV, Sf, of textured samples was evaluated by:

Sf =
(

1

τeff
− 1

τbulk

)
w −Sref

eff (I.31)

where τbulk is the bulk recombination velocity computed theoretically [125] and Sref
eff is the contri-

bution of the back surface, assumed identical to the reference samples.
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Conclusion

A review of the state of the art in two fields has been carried out in this chapter. First on the cur-
rent knowledge on plasma processes development for silicon etching. Some basics of capacitively
coupled radio-frequency discharges have been recalled, as well as the possibility for an extended
playground offered by Tailored Voltage Waveforms. The tools used in the present work to perform
and monitor plasma processes have been introduced. The physicochemical mechanisms involved
in plasma-surface interaction applied to silicon etching have been exposed, with an emphasis on
SF6/O2 plasma as an important example of ion-enhanced inhibitor etching.

Secondly, nanotexturing of silicon surfaces has been detailed. Initially stimulated by research
in microelectronics, SF6/O2 plasma texturing of silicon by reactive ion etching has then extended
to photovoltaics. Nanotexturing of silicon surfaces indeed leads to remarkable anti-reflection and
light-trapping properties, as illustrated by the adoption of the term “black silicon” to describe such
surfaces. These properties are obviously attractive in the field of photovoltaics to improve light
management in silicon-based devices. Competing “black silicon” methods (either based on wet
or dry processes) have been introduced, as well as the current efficiency records at cell level. Fi-
nally, methods to characterize the optical and electrical properties of textured surfaces have been
recalled.

As a conclusion, and from a pragmatic approach, continued investigations on light manage-
ment in silicon solar cells are required due to both technological and economic evolutions of the
market. First, improvements or breakthroughs in optical management can make new processes
economically viable or competitive, because they will ultimately lead to a decrease of the dollar
per watt-peak cost of solar systems. Second, other shifts of the market may indirectly free an evo-
lution of the technology. Room for improvement is very limited in the case of monocrystalline
silicon solar cells as optical losses have almost been entirely eliminated using existing “conven-
tional” techniques (microstructuring associated with anti-reflection coatings). On the other hand,
the latest record efficiencies in multi-crystalline solar cells have been obtained using RIE etch-
ing, and the current shift in sawing technologies has made nanotexturing even more attractive for
industrials.
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II.1. IMPLEMENTATION OF TAILORED VOLTAGE WAVEFORMS

Introduction

This chapter is dedicated to investigating the effect of Tailored Voltage Waveforms (TVWs) exci-
tation in the SF6/O2 discharge. More precisely, a method for rapid implementation of TVWs – on
the reactor used for silicon nanotexturing – will first be detailed using the (known) behavior of an
Ar discharge as a validation tool. Next, TVWs will be applied to the SF6/O2 discharge in a range
of plasma conditions relevant for silicon nanotexturing, and particular attention will be paid to
the identification of the power coupling mode. Finally, the influence of TVWs (and the discharge
operating mode) on the ion energy and ion flux at the powered electrode will be characterized in
the SF6/O2 discharge.

II.1 Implementation of Tailored Voltage Waveforms

As it has been explained in the previous chapter, Tailored Voltage Waveforms (TVWs) excitation
may be implemented in any CCP reactor by a relatively simple upgrade of the excitation system.
However, a monitoring of the waveform set at the electrode, Ṽe(t ), is required. In the RIE reac-
tor used for the present work, introducing a high-voltage probe on the electrode is not realizable
without significant mechanical alterations of the reactor. A versatile alternative solution consists
of monitoring the waveform Ṽf(t ) at the feedthrough, i.e. the RF input on the reactor as seen in the
schematic Figure II.1(a). In the schematic, Z corresponds to the impedance of the electrical circuit
between the amplifier and the feedthrough cable, Zfe the impedance of the feedthrough/electrode
connection, ZR the reactor impedance and Zpl the plasma impedance. With this solution, two
challenges actually have to be tackled, as summarized in Figure II.1(b). First, if we choose a target
waveform Ṽe(t ) that has to appear at the electrode, how should the waveform monitored at the
feedthrough Ṽf(t ) be set? Second, once the feedthrough waveform has been defined, how good is
the “prediction” of the waveform appearing at the electrode?

Fig. II.1: (a) Electrical schematic of RIE setup. (b) Illustration of two challenges tackled in this section.

In order to tackle these challenges, a rather simple method is here proposed. A careful elec-
trical characterization of the connection between the feedthrough and the electrode is primarily
carried out as a calibration. As will be shown here, this study can be made in open-chamber condi-
tions (no plasma, electrode acting as an open-circuit): this method has for instance been success-
fully applied by Schulze et al. [1, 2]. Then, verification can be underdone to check that the effect of
the additional impedance introduced when lighting the plasma can be neglected: to this aim, the
behavior of an argon discharge excited by TVWs will be investigated. This careful study is required
to ensure the validity of subsequent experimental results obtained in the present work.

It should be clearly highlighted that in this first section (where the focus switches back and
forth between what happens at the feedthrough or at the electrode), mathematical notations using
subscript “f” (e.g. Ṽf) will refer to parameters “at the feedthrough,” while subscript “e” (e.g. Ṽe)
correspond to parameters “at the electrode.”
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II. TAILORED VOLTAGE WAVEFORMS EXCITATION IN THE SF6/O2 DISCHARGE

II.1.1 Electrical Calibration

To characterize the electrical connection between the feedthrough and the electrode, the former
is fed with a sinusoidal voltage signal in open-circuit conditions, with an open chamber (see pic-
ture in Figure II.2). The voltage signals at the feedthrough and the electrode are simultaneously
measured using two identical high-voltage probes (model P5100A from Tektronix, DC to 500 MHz
bandwidth). The gain in signal amplitude and the phase-shift between the two signals Ṽf and Ṽe

are then evaluated as a function of the applied frequency.

Fig. II.2: Picture of the substrate electrode in the RIE reactor (open chamber), the electrode has an external
diameter of 8 inches (20.3 cm)

II.1.1.a Feedthrough/electrode connection in the RIE reactor

Figure II.3 shows the gain Gfe and phase-shift ∆θfe introduced by the feedthrough/electrode con-
nection on the RIE reactor, measured in the frequency range from 1 to 80 MHz. The electrical
connection is seen to act as a low-pass filter: actually, the strongly peaked gain curve and the ap-
proximate −π phase-shift at high frequencies point to a second order passive filter behavior. Such
a filter can be modeled by a complex transfer function H of the later form:

Hfe(i f ) = K

1+ i f
Q fn

+
(

i f
fn

)2 (II.1)

where i is the imaginary unit, f the frequency, K the DC gain, Q the quality factor and fn the un-
damped natural frequency of the filter. Fitting the experimental data (fit made on the gain data
Gfe( f ) = |Hfe(i f )| with this model leads to the following results: K = 1, Q = 17.2 and fn = 24.5MHz.
The peaked gain curve explains the large quality factor: a resonant frequency ( fr = fn

√
1/2Q2 ≈ fn)

exists, for which the gain is maximal and very high (Gfe( fr) ≈Q). The result of the model fitting is
shown with dashed curves in graphs Figure II.3. The chosen model fits the experimental data rel-
atively well for the gain, but rather poorly in the case of the phase-shift for frequencies above fn

(which is not surprising as the minimal phase-shift for a second order passive filter is −π although
measurements go to significantly lower values).

Nevertheless, it can be easily understood from these electrical measurements that, when feed-
ing the RF input with a multi-frequency signal, the waveform at the electrode may be strongly
altered: all harmonic components with frequencies in the range from 10 MHz to 26 MHz (approx-
imately) are strongly amplified. On the contrary, components above 26 MHz will be attenuated,
with an additional phase-shift delay of around −π.
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II.1. IMPLEMENTATION OF TAILORED VOLTAGE WAVEFORMS

Fig. II.3: Gain (top) and phase-shift (bottom) between the feedthrough and electrode of the RIE measured
in open-circuit conditions with an open chamber, dashed curves show the 2nd order passive filter model

fit.

II.1.1.b Application of correction factors

Now that the feedthrough/electrode connection has been characterized in open-circuit condi-
tions, a strong assumption has to be introduced: it is here assumed that the gain and phase-shift
values measured in the previous study are still valid when a discharge is ignited, i.e. the electrode
acts as an open-circuit even when introducing the additional impedance from the plasma.

Following this assumption, one could choose to apply TVWs with frequency components in
the range [1,10 MHz] where Gfe ≈ 1 and ∆θfe ≈ 0. We will, however, dismiss this possibility for
several reasons: (i) in the RF regime, the plasma density scales with the square of the frequency:
working at very low frequency would lead to a very limited ion flux range; (ii) the RF period would
possibly become significantly lower than the ion response time to variations in the electric field;
(iii) the available RF domain for industrial purposes is constrained by regulators to the ISM band
(in the range of interest, only components with center frequencies at 13.56, 27.12 and 40.68 MHz
are available, [3]).

The alternative method requires a calibration and the use of “correction factors.” Indeed, in
the most general case, the AC component of the desired (target) TVW at the electrode is expressed
by:

Ṽe(t ) =
n∑

k=1
V (k f0)cos

[
2πk f0t +Θ(k f0)

]
(II.2)

where f0 is the basis frequency, n the total number of harmonic components, V (k f0) and Θ(k f0)
respectively the desired voltage amplitude and phase-shift for each component. In this case, the
waveform set at the feedthrough should be:
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II. TAILORED VOLTAGE WAVEFORMS EXCITATION IN THE SF6/O2 DISCHARGE

Ṽf(t ) =
n∑

k=1

V (k f0)

Gfe(k f0)
cos

[
2πk f0t +Θ(k f0)−∆θfe(k f0)

]
(II.3)

where Gfe(k f0) and ∆θfe(k f0) are respectively the gain and phase-shift “correction factors” intro-
duced to take the influence of the feedthrough/electrode connection into account. Notice that the
“phase-shifts correction factors” ∆θfe(k f0) depend on the chosen time scale origin, and only the
differences in phase-shift between upper harmonics and basis frequency, i.e. ∆θfe(k f0)−∆θfe( f0)
for k > 1, need to be known. For a given number of frequencies, n, in the TVW signal, the evalua-
tion of 2n −1 factors is therefore required.

Even with this alternative, the low-pass filter behavior and the presence of a resonant fre-
quency further constrain the choice of the basis frequency and the number of harmonics for the
TVW excitation. First, components with frequencies above 60 MHz would be attenuated by at least
a factor five: the required amplification at the feedthrough will make the monitoring rather diffi-
cult (as lower harmonics will have significantly smaller amplitudes relatively to the highest har-
monic). On the contrary, components close to the resonant frequency would have to be strongly
attenuated at the feedthrough, and a large uncertainty on their phase relative to the basis fre-
quency would apply: monitoring would again be made difficult.

Fortunately, when considering all the aforementioned constraints, it appears that choosing the
frequencies of the ISM band – i.e. 13.56 MHz and two upper harmonics – is actually a fairly reason-
able choice. In particular, the 27.12 MHz component is relatively far from the resonant frequency.
Additional measurements (with the same method as previously depicted) have been carried out
at these frequencies to obtain good estimates of the associated correction factors. The values are
gathered in Table II.1.

Tab. II.1: Correction factors applied to the TVW signal at the feedthrough of the RIE reactor, a 10%rel

uncertainty is assumed for the gain correction factors.

Component Frequency Gain, Gfe Phase-shift, ∆θfe

(MHz) (rad)

f0 13.56 1.68 -0.09 ± 0.05
2 f0 27.12 2.54 -3.19 ± 0.05
3 f0 40.68 0.46 -3.19 ± 0.05

Notice that in Table II.1, the announced uncertainties for gain and phase-shift correspond to
measurement uncertainties and are valid in open-chamber conditions. Upon igniting the plasma,
uncertainties are expected to be larger and dominated by the influence of the plasma impedance.

The first problematic introduced by the experimental constraint for waveform monitoring is
therefore solved: under the proposed assumptions, it is now possible to set the waveform at the
feedthrough Ṽf(t ) to obtain a given target waveform at the electrode Ṽe(t ).

II.1.2 Validating Calibration using Amplitude Asymmetry Effect in Ar

The proposed calibration method (and associated “correction factors”) relies on a rather strong
hypothesis, namely the assumption that the electrode acts as an open-end even in the presence
of a plasma, i.e. that the voltage divider between the feedthrough cable and the reactor (previ-
ously shown in Figure II.1(a)) is not modified by the plasma impedance. In [1], Schulze et al. use
a similar calibration method and compare the reactance of the feedthrough/electrode connec-
tion to the much higher reactance of the plasma to demonstrate that this hypothesis is valid. In
the same paper, Schulze et al. first experimentally demonstrated the electrical asymmetry effect
(more precisely the amplitude asymmetry effect, AAE) in low-pressure Ar discharge. Here, the
idea is to reverse the approach and use the experimentally observed behavior of an Ar discharge
as a validation tool for the calibration.
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II.1. IMPLEMENTATION OF TAILORED VOLTAGE WAVEFORMS

Indeed, the behavior of Ar discharges excited by TVWs in CCP reactors has been extensively
investigated in recent years by means of either simulations or experiments [2, 4–8]. At relatively
low power and pressure, CCP Ar discharges are operated in α-mode (sheath expansion heating)
and the AAE is dominant.

II.1.2.a Amplitude Asymmetry Effect model

As explained in the previous chapter, the DC self-bias voltage on the powered electrode is given by
Equation (II.4) as a function of the symmetry parameter ε and the waveform Ṽe:

VDC =−Ve,max +εVe,min

1+ε (II.4)

where Ve,max (respectively Ve,min) is the maximal (respectively minimal) value of Ṽe. Two hypothe-
ses are required for the previous expression to be valid: the sheath potential at maximal sheath
collapse, as well as the voltage drop in the plasma bulk are assumed negligible, [9].

It should here be recalled that the primary objective behind the TVW approach, as introduced
in [4], was to vary the ion bombardment energy independently from the ion flux in a CCP dis-
charge. Regardless of the excitation waveform, the average ion bombardment energy at the pow-
ered electrode scales with VDC (in the case of a collisionless sheath). Furthermore, for single fre-
quency excitation, both VDC and the ion flux scale directly with Ve,PP (the peak-to-peak amplitude
of Ṽe), hence the correlation between ion flux and energy [10]. It follows that, a necessary condi-
tion to achieve a decoupling (with the additional constraints that only one electrode is powered,
and the basis frequency kept constant) is to be able to vary VDC independently from Ve,PP. From
Equation (II.4), if variations of ε are considered negligible, this is achieved in particular by tailoring
the difference Ve,max −|Ve,min| with TVWs.

To this aim, the chosen set of TVWs used in this work (except when otherwise stated) are simi-
lar to the ones introduced by Bruneau et al. in [8] and can be expressed by:

Ṽe(t ) =V0

n∑
k=1

n −k +1

n
cos(2πk f0t +Θ) (II.5)

with the phase-shift parameterΘ constant. In this case, the “shape” of the waveform can be chosen
by varying Θ in [0,2π], as shown in Figure II.4 for four values of Θ that lead to typical “pulse-like”
waveforms (peaks and valleys) or “sawtooth-like” waveforms (sawtooth-up and sawtooth-down).
As an illustration, graphs in Figure II.4 also show the waveforms that must be set at the feedthrough
according to the correction factors introduced in the previous section.

The waveforms expressed by Equation (II.5) are chosen because they correspond to an opti-
mum AAE: for a given number of harmonics in the signal n, the range of achievable VDC/Ve,PP

values is maximized. This can be shown theoretically but has also been demonstrated experimen-
tally by Schulze et al. [2] in the case n = 2.

Fig. II.4: Examples of waveforms required at the feedthrough (dotted curves) to obtain target model
waveforms at the electrode (solid curves).
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II. TAILORED VOLTAGE WAVEFORMS EXCITATION IN THE SF6/O2 DISCHARGE

Taking advantage of the AAE, it is therefore possible to use the Ar discharge to experimentally
evaluate the validity of the calibration method and the estimated correction factors. When com-
paring the AAE model with the experimental results, discrepancies can be explained by at least
three sources of uncertainties (in addition to metrological sources):

1. Imperfect control of the waveforms set at the feedthrough: experimentally, due to non-
linear electrical properties of the amplifier and the plasma, the waveform set at the feed-
through may significantly diverge from the target waveform Ṽf, from Equation (II.3), thus
introducing discrepancies in the observed AAE.

2. Calibration uncertainties: errors and/or variations in the evaluated correction factors
Gfe(k f0) and ∆θfe(k f0) may lead to deviations from theory.

3. Variations of the symmetry factor (e.g. from self-amplification or SAE): in other words, the
theoretical AAE model presented here is too simplistic, simulations would for instance help
refining it, [5].

The first two possible sources of errors (imperfect waveform control at feedthrough and cal-
ibration uncertainties) can rather easily be quantified, as will be shown in the next subsections.
The objective of the current section is therefore to quantify, when possible, the sources of errors
and to experimentally assess the validity of the calibration method using an Ar discharge.

II.1.2.b Study of the Ar discharge

Validation tests. Experiments are carried out using an Ar discharge, the waveform at the feed-
through is set according to Equation (II.6) below which consists in a theoretical target waveform:

Ṽf(t ) =V0(Θ)
n∑

k=1

n −k +1

n

1

Gfe(k f0)
cos

[
2πk f0t +Θ−∆θfe(k f0)

]
(II.6)

In these tests, the parameters are set to f0 = 13.56MHz, n = 2 or 3 and the values of the correc-
tion factors Gfe(k f0) and ∆θfe(k f0) are taken from Table II.1. The peak-to-peak voltage at the feed-
through is kept constant, and therefore V0 depends onΘ, the latter being varied in the range [0,2π].

The experimental waveform measured at the feedthrough is not identical to the target expres-
sion in Ṽf: in addition to measurement uncertainties, the waveform is obtained by a feedback loop
and incremental corrections to account for the varying impedance of the circuit when the plasma
is ignited. The experimental voltage waveform is therefore fit to the following expression to assess
the quality of the waveform control:

Ṽ exp
f (t ) = 1

2

n∑
k=1

V exp
f (k f0)cos

[
2πk f0t +θexp

f (k f0)
]

(II.7)

Results are shown in Figure II.5 the first column corresponds to measurements obtained with
n = 2 and Vf,PP = 75V for a pressure of 31 mTorr; for the second column, the pressure is 31 mTorr,
n = 3 and Vf,PP = 125V; for the third column the pressure is 123 mTorr, n = 3 and Vf,PP = 75V. In
all cases, a total input gas flux of 100 sccm (Standard Cubic Centimeters per Minute) has been
used. In Figure II.5, the graphs from the first two lines show the results of fitting the waveforms
measured at the feedthrough Ṽ exp

f with Equation (II.7), while dashed curves show the targeted
values for each parameter. Notice that the time scale has been chosen so that ∆θfe( f0) = 0 in the
fit, and the other phase-shift parameters are expressed in the range [0,2π]. Finally, graphs in the
bottom line of Figure II.5 show the measured DC self-bias voltage: at this point it is useful to recall
once again that VDC directly depends on Ṽe (experimentally inaccessible), and thus only indirectly
on Ṽf. Error bars are too small to show in the graphs Figure II.5: voltage values are obtained with
an uncertainty of ±1V and phase-shift values with an uncertainty of ±0.02π.

For the first set of conditions, Figure II.5(a-c), at a pressure of 31 mTorr, the peak-to-peak am-
plitude of the waveform is well controlled compared to the target value (Vf,PP = 75V), although
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II.1. IMPLEMENTATION OF TAILORED VOLTAGE WAVEFORMS

the amplitudes of the components are in most cases a little lower than targeted (especially for the
basis frequency, Vf( f0), close to Θ/π = 0 or 2), as seen in graph (a). In addition, the peak-to-peak
amplitude of the second harmonic, V exp

f (3 f0), is shown in the same graph. Although it should
be null in this case (n = 2), this component is still observed (with significant amplitude around 3
to 5 V), due to the large reflected power creating non-linearities in the electrical network: this is
the reason why the amplitude Vf,PP has been kept lower in this case (75 V) than in the two others
(125 V), i.e. to avoid a significant contribution from the second (uncontrolled) harmonic. These
errors most certainly come from the feedback loop step by step approximation used in the exper-
imental setup to set the feedthrough waveform. The phase-shift between components is however
very well controlled – within the measurement uncertainties, graph (b). Regarding now the mea-
sured values of VDC in graphs (c), it is first observed that all values are negative – this is also true
for the other two sets of measurements: this can be explained by the geometrical asymmetry of
the reactor. Indeed, in the experimental setup, the area of the powered electrode is about half the
area of the grounded walls (including the grounded counter electrode), therefore imposing ε < 1

Fig. II.5: Comparison of experimental feedthrough waveforms with target values (peak-to-peak
amplitudes in top line graphs and phase-shifts in center line graphs) and corresponding evolution of VDC

(bottom line graphs) for an Ar discharge in the three test cases: 31 mTorr, n = 2 (a-c), 31 mTorr, n = 3 (d-f)
and 123 mTorr, n = 3 (g-i).
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II. TAILORED VOLTAGE WAVEFORMS EXCITATION IN THE SF6/O2 DISCHARGE

for all investigated conditions. Secondly, the AAE is well observed, with a typical inverted-V shape:
a minimal value of −36 V is obtained for peaks waveforms (Θ/π= 0) and a maximal value of −7.5 V
for valleys waveforms (Θ/π = 1). This demonstrates that at 31 mTorr and with only two frequency
components, VDC can effectively be varied in a quite large range for the Ar discharge.

In the second case, displayed in Figure II.5(d-f), an harmonic component is added (n = 3) and
the peak-to-peak target amplitude at the feedthrough raised to Vf,PP = 125V. Again, some system-
atic error seems to appear in the peak-to-peak amplitude of some components, in particular the
amplitude of the second harmonic is constantly higher than the targeted values Vf(3 f0) as seen
in graph (d). The phase-shift of both upper harmonics are well-controlled, graph (e), and VDC is
again varying as expected from the AAE, in a larger range (from −60 V to −3.5 V) compared to the
first investigated case (due both to the supplementary harmonic and to the increase in Vf,PP).

The third case corresponds to similar conditions (n = 3 and Vf,PP = 125V) except for the pres-
sure which is raised to 123 mTorr, Figure II.5(g-i). Similar errors are observed for the compari-
son of the experimental waveforms with the targeted values in terms of amplitude and phase-
shift, graphs (g) and (h), except for one value of ∆θexp

f (3 f0) which seems far from the target (for
Θ/π = 1.6). At 123 mTorr, the variation of VDC again generally corresponds to the expectations
from the AAE. However, there seem to be a plateau in VDC for Θ in the range [0.9π,1.1π] (i.e. close
to valleys waveforms). This may suggest that the calibration method is becoming less appropri-
ate at this pressure (compared to the cases at 31 mTorr), although a more detailed analysis will be
attempted in the following.

Finally, it should be highlighted that a small SAE is observed in all cases: indeed, VDC for
sawtooth-up waveform (Θ/π= 0.5) is significantly higher than for sawtooth-down waveform (Θ/π=
1.5). A difference up to 8 V is in particular obtained for the Ar discharge operated at 31 mTorr with
n = 3. These observed differences are consistent with the fact that the discharge is operated in α-
mode (i.e. sheath expansion heating is dominant), and also confirm that ε is actually not perfectly
constant when varyingΘ.

From these measurements, it is now possible to conclude that even if the calibration method
is not perfect, the observed trends are qualitatively in agreement with the AAE model, and most
importantly VDC can as expected be varied in a large range.

Comparison with AAE model. A quantitative comparison between experiments and model is
now proposed. As previously highlighted, the symmetry factor is lower than unity as all experi-
mental VDC values are negative. If we further assume that ε is constant in the investigated condi-
tions, a non-linear least-square fitting of Equation (II.4) with the measured VDC data shows that,
for all the investigated conditions, ε ≈ 0.47 gives the best fit. Figure II.6 shows the comparison
of VDC/Ve,PP obtained experimentally for the three investigated sets of conditions (as a reminder,
Ve,PP is the calculated peak-to-peak amplitude at the electrode) and the model AAE (with ε= 0.47
constant). Notice that in Figure II.6 the experimental data points for Θ/π = 0 and Θ/π = 2 come
from a single measurement as the waveforms are identical: this design is especially used to high-
light the continuous evolution of the measured quantities when altering the waveform by screen-
ing values ofΘ/π. The same graphical process will be employed in the rest of the manuscript.

In Figure II.6, the top graphs show experimental data (black diamonds, dotted curves), as well
as the result of the AAE model assuming “perfect” calibration, i.e. the prediction of the waveform
at the electrode based on the measurements at the feedthrough is considered exact. In a first case
(shown in solid red curves), the AAE model results are computed based on the target feedthrough
waveforms, i.e. the discrepancies between the experimental feedthrough waveform and the target
values (Figure II.5) are neglected. In a second case (shown by blue dashed curves), the imperfect
waveform control is taken into account. In doing this, we are able to assess the influence of the
first source of errors identified in section II.1.2.a, namely imperfect waveform control.

The experimental results displayed in Figure II.6 should first be analyzed: as previously ex-
plained, in all cases the experimental VDC/Ve,PP data is consistent with the AAE model as mini-
mum values are found for peaks waveforms (Θ/π = 0) and maximal values for valleys waveforms
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Fig. II.6: Comparison of VDC/Ve,PP from experimental measurements with theoretical AAE model for the
three discharge conditions investigated with Ar. Bottom line graphs show the absolute error in VDC/Ve,PP

between experiment and models.

(Θ/π= 1). Moreover, the two cases obtained at a pressure of 31 mTorr show indeed that the range in
which VDC/Ve,PP can be varied is enlarged when the number of harmonics in the TVW excitation
signal is increased, a phenomenon which is also predicted by the theoretical AAE model. Then,
when keeping the same number of frequency components (n = 3) and increasing the pressure to
123 mTorr, the range of VDC/Ve,PP is again a little reduced: this may in particular be explained by a
lower self-amplification effect [5, 11]. Self-amplification is due to a difference in charge densities
between the powered and grounded sheaths (the highest density is found in the sheath where the
voltage drop is maximal): when increasing pressure, both sheaths become more collisional and
the difference in charge densities in powered and grounded sheaths shrinks, so that the variations
in symmetry parameter (induced by self-amplification effect) are lowered.

Regarding now the comparison of experimental results with the AAE models shown in Fig-
ure II.6, it is observed first that even at relatively low pressure (31 mTorr), no self-amplification
can be seen as the experimental values of VDC/Ve,PP are comprised within the range of the AAE
model (which, as should be recalled, does not account for the self-amplification). Second, the
discrepancy between the experimental results and the AAE model is maximal around pulse-like
waveforms. In particular the theoretical model for n = 3 predicts positive values of VDC for Θ in
the range [0.9π,1.1π] approximately, while negative values are observed experimentally. In addi-
tion, the small SAE previously pointed out (associated with the fact that the discharge is operated
in α-mode) especially explains why the AAE model underestimates VDC/Ve,PP near sawtooth-up
waveforms (Θ/π= 0.5) and overestimates it near sawtooth-down waveforms (Θ/π= 1.5).

Comparing now the two proposed models, the difference between the solid red curves and the
blue dashed ones is low in all cases: hence, the imperfect control of the waveform at the feed-
through can only account for a small part of the difference between the AAE model and the ex-
perimental results. This source of error can therefore be neglected; however, results shown in
the following sections of this manuscript will always rely on the measured feedthrough waveform
rather than the target one. The two remaining possible sources of errors, i.e. calibration uncer-
tainties and symmetry parameter variations, cannot be easily dissociated. The observation of the
SAE shows that ε indeed varies and explains part of the deviations, however, errors in calibration
may also come into play as will be shown in the next section.
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II.1.2.c Impact of calibration errors

In this subsection, a theoretical study of the impact of erroneous estimations of the correction
factors used for calibration will be carried out. To this aim, the evolution of VDC/Ve,PP with the
waveforms will be computed theoretically and the effect of errors in the calibration will be as-
sessed separately for each correction factor. As previously explained, the observation of the SAE
(Figure II.6) shows that the theoretical AAE model is anyhow insufficient to describe the experi-
mental data. The objective of this section is therefore solely to demonstrate that at least some of
the discrepancy can also be attributed to the imperfect calibration method.

Theoretical results are shown in the graphs in Figure II.7 for the case n = 3. The evolution of
VDC/Ve,PP is shown as a function of Θ, using Equation (II.4) to compute the theoretical VDC and
assuming ε = 0.47 (constant). Notice that other constant values for ε lead to identical results, all
VDC/Ve,PP curves in Figure II.7 would simply be shifted vertically to higher values (if ε > 0.47) or
lower values (if ε < 0.47). In all graphs, the solid red curves show the theoretical result with an
ideal waveform. Other curves correspond to the expected result when misestimating one of the

Fig. II.7: Theoretical AAE model results obtained with ideal waveforms compared with results obtained
with erroneous correction factors in the calibration method. All bottom graphs show the maximal absolute

error in VDC/Ve,PP introduced by errors in the corresponding correction factors.
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five correction factors (assuming the other factors are exact). Notice that higher-order effects – i.e.
simultaneous variations of two or more factors – are therefore not captured by this analysis. For
gain factors, errors of ±20 and ±50% are assumed, while for the phase-shift correction, the effect of
an over- or underestimation by 0.05π and 0.2π is shown. The bottom line graphs in Figure II.7(a-e)
show the maximal absolute error that arises when misestimating each factor independently.

It should first be highlighted that the global trend is quite robust against misestimated correc-
tion factors: even with the highest considered errors, the inverted-V shape of VDC/Ve,PP is main-
tained to some degree for all factors. However, the propagation of errors coming from the estima-
tion of the waveform at the electrode is not obvious. For instance, the trend for VDC/Ve,PP around
pulse-like waveforms (Θ/π= 0 or 1) is very sensitive to the gain correction factor values of the first
two frequencies, as seen in Figure II.7(a-b). In contrast, a misestimated gain correction for the
second harmonic, Gfe(3 f0), is barely affecting the trend, as seen in Figure II.7(c). In the case of the
phase-shift correction, a misestimated value of ∆θfe(2 f0) only affects the VDC/Ve,PP trend locally –
also near pulse-like waveforms – as shown by the graphs in Figure II.7(d). On the other hand, the
trend for VDC/Ve,PP is very sensitive to errors in ∆θfe(3 f0) for all waveforms, Figure II.7(e).

Comparing these theoretical curves with the experimental behavior of VDC/Ve,PP displayed in
the previous section (Figure II.6), it appears that at least part of the discrepancies may be explained
by an imperfect calibration. In particular, the largest deviations from the model have been shown
to arise for pulse-like waveforms and could be attributed to erroneous estimations (or variations)
of the factors Gfe( f0), Gfe(2 f0) and ∆θfe(2 f0). Nevertheless, the AAE effect (as well as a small SAE)
is clearly observed and the amplitude of the experimental VDC/Ve,PP curves are large enough to
obtain significant variations in ion bombardment energy.

In conclusion to this section, the calibration underdone with open-chamber conditions (no
plasma) has been shown to be adequate in the case of the Ar discharge: the experimental behavior
of VDC/Ve,PP is both quantitatively and qualitatively in agreement with the predictions from the
simplest AAE model. Three possible sources of errors have been highlighted in the section II.1.2.a
and are recalled here:

1. Imperfect control of the waveform set at the feedthrough,

2. Errors and/or variations in the correction factors Gfe(k f0) and ∆θfe(k f0),

3. Variations of the symmetry factor, ε.

From these potential sources, the first one has been shown unimportant, and most of the de-
viations are linked to the sources (2) and (3), which are less easily discriminated but may equally
contribute.

The calibration method and the values of the correction factors might, however, not hold for
other discharges, for instance when the Slope Asymmetry Effect [8, 12] becomes dominant and
not theoretically predictable. In particular, the SF6/O2 mixture that will be investigated is known
to be highly electronegative: the plasma bulk conductivity becomes low and the impedance of the
plasma may significantly alter the electrical model.

Nevertheless, we will assume that the calibration is still valid in the case of the SF6/O2 dis-
charge in the investigated conditions. In particular, the waveforms set at the feedthrough have not
been observed to change significantly upon SF6/O2 plasma ignition, suggesting that the plasma
impedance does not alter the waveform at the electrode. Now that the calibration method has
been detailed and validated experimentally for the Ar discharge, references to “waveforms” in the
following parts of this manuscript will always correspond to the voltage at the electrode.
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II.2 Amplitude and Slope Asymmetry Effects in the SF6/O2 discharge

As explained in Chapter I, the response of plasmas to excitation by TVWs strongly depends on
the discharge properties, in particular its electropositive or electronegative nature. For an elec-
tropositive Ar discharge such as investigated in section II.1, power coupling is mostly ensured by
sheath expansion electron heating (discharge operated in α-mode) and the Amplitude Asymme-
try Effect (AAE) is dominant. A relatively small Slope Asymmetry Effect (SAE) can still be observed,
and ionization shows a maximum near the rapidly expanding sheath. The power coupling mode
in electronegative discharges may, in contrast, be dominated by Drift-Ambipolar (DA) electron
heating, in particular due to the low bulk conductivity, for instance demonstrated in the case of a
CF4 plasma, [13–15]. The DA power coupling mode especially leads to a strong SAE, where max-
imal ionization is now found near the rapidly contracting sheath (in contrast to electropositive
discharges).

The primary objective of the work presented in this manuscript is the investigation of silicon
nanotexturing using SF6/O2 plasma etching. The electronegative nature of the SF6/O2 plasma
is well-known, but the effect of TVW excitation in such discharge has not been investigated in
literature: it is the purpose of the following study. In particular, the effect of several discharge
parameters (such as the pressure, coupled power and SF6 content) on the relative importance
of the amplitude and slope asymmetry effects will be examined in a range of process conditions
relevant for silicon nanotexturing. These “relevant conditions” will be investigated and discussed
in Chapter III, but should here be partly announced in anticipation, as they constrain the limits of
the following study. Earlier experiments on silicon nanotexturing with SF6/O2 plasma have been
carried out at the LPICM (on the same experimental setup, not published). An adequate process
window, i.e. leading to satisfactory anti-reflection properties of nanotextured silicon surfaces, was
identified depending on two parameters in particular: (i) discharge pressure around 30 mTorr, (i.e.
the lowest achievable value in the current implementation of the setup); (ii) SF6 content (in the
input gas flux) around 50 to 60%. The range of parameters explored in the following study therefore
focuses in particular on these values, which are consistent with literature [16–18].

II.2.1 Comparison of SF6/O2 with Ar and O2

In order to systematically study the response of the discharge to various shapes of voltage wave-
form, the phase-shift Θ in Equation (II.5) has been varied from 0 to 2π, all while keeping the cou-
pled power, discharge pressure, and incoming gas flux constant. Scanning the waveforms in this
manner allows one to observe the effects of both the amplitude and slope asymmetries. Indeed, on
the one hand, “pulse-like” waveforms – i.e. “peaks” (forΘ/π= 0) and “valleys” (Θ/π= 1) waveforms
– are those with the greatest difference between Vmax and |Vmin |; the amplitude asymmetry effect
should therefore be maximal for these waveforms. On the other hand, “sawtooth-up” (Θ/π = 0.5)
and “sawtooth-down” (Θ/π= 1.5) waveforms have the feature that Vmax = |Vmin|, so any amplitude
asymmetry effect is absent. However, the rising and falling slopes of the waveforms are very differ-
ent, and the presence of any slope asymmetry effect will be amplified. As well, for comparison, the
electrical parameters obtained with a standard RF excitation (frequency of 13.56 MHz) were also
acquired.

Measurements have been made with Ar, O2, and SF6/O2 discharges excited by the voltage
waveforms described above. For the studies described in this section, the SF6 content in the
incoming SF6/O2 gas mixture is set to 57%. Figure II.8(a) shows the evolution of the peak-to-
peak voltage VPP, Figure II.8(b) shows the DC self-bias VDC, and Figure II.8(c) shows the normal-
ized value VDC/VPP for all types of waveforms and for the three gas mixtures, all for a pressure of
30 mTorr and a coupled power of 10 W.

The variation in VPP observed in Figure II.8(a) is a result of the condition of keeping the coupled
power constant, as the value of VPP required to achieve the desired discharge power significantly
varies with waveform shape. At equivalent power, the value of VPP is greater for sawtooth-like
waveforms (Θ/π = 0.5 and 1.5) than for pulse-like waveforms (Θ/π = 0 and 1). This can be intu-
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Fig. II.8: Evolution of VPP (a), VDC (b), and VDC/VPP (c) with single frequency RF excitation (open symbols)
and for TVWs (solid symbols) when spanning voltage waveforms by varyingΘ over [0,2π] for Ar, O2 and

SF6/O2 (SF6 flux fraction of 57%) discharges operated at constant pressure and power (respectively
30 mTorr and 10 W).

itively understood by assuming that the faster the sheath expansion, the more efficient the elec-
tron heating. Therefore, for pulse like waveforms, a peak in the electron heating is expected both in
front of the grounded and powered electrode during one RF period. In contrast, for sawtooth-like
waveforms, only one of the sheaths experiences a fast expansion per RF period (e.g. the pow-
ered electrode sheath in the case of sawtooth-up waveforms), requiring a greater VPP to couple the
same power to the plasma.

In Figure II.8(b-c), VDC and VDC/VPP profiles typical of a situation with a dominant amplitude
asymmetry is clearly observed for the Ar and O2 discharges; VDC/VPP has a maximum (in abso-
lute value) for peaks waveforms, and a minimum for valleys waveforms (Figure II.8(c)). Moreover,
only a small difference in VDC/VPP is observed for sawtooth-up and sawtooth-down waveforms (at
Θ/π = 0.5 and 1.5, respectively), indicating that only a weak slope asymmetry effect is present for
these conditions. Finally, one more element of information can be obtained from this curve, as
the relative values atΘ/π= 0.5 and 1.5 indicate whether the plasma has an electropositive or elec-
tronegative character [13, 19]. For both the Ar and O2 mixtures, the value of VDC (Figure II.8(b))
is slightly more negative for the sawtooth-up waveform, and this behavior is characteristic for an
electropositive discharge where the sheath expansion electron heating (also named α-mode) is
dominant. The results obtained for the pure O2 discharge (here powered in α-mode when driven
by TVWs) are consistent with what has been observed by Derzsi et al. [20]. However, it should be
noted that a hybrid (α-DA)-mode can also be obtained for O2 discharges under similar conditions
of pressure when standard RF excitation is used. In such a case, the transition from α- to DA-
mode is thought to be due to the change in sheath expansion heating efficiency when varying VPP.
However, it is not possible to discriminate one mode from the other by only probing electrical pa-
rameters. For the discharge conditions generated by the sawtooth TVWs, the O2 discharge appears
to be behaving as did the Ar one, giving relative values of VDC consistent with an electropositive
discharge.

The evolution of the DC self-bias voltage with waveform shape in the case of SF6/O2 is quite
different from the other two cases: indeed, it is observed that the extrema for VDC/VPP are now
found near the sawtooth-up (minimum value) and sawtooth-down (maximum value) waveforms.
This strongly indicates that in this case, the slope asymmetry effect dominates over the amplitude
asymmetry effect. A similar situation has previously been observed for CF4 discharges [15], and
was attributed to the strong electronegativity of the plasma. Indeed, in such cases, as explained in
the introduction of this section, the electron heating is predominantly ensured through DA-mode
heating: a stronger ionization is obtained in front of the rapidly contracting sheath, due to the
combination of a drift electric field in the plasma bulk and to an ambipolar electric field at the
sheath edge, accelerating electrons towards the electrode [21]. The balance of ion fluxes arriving
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at the powered and grounded electrode is therefore modified (e.g. for sawtooth-down waveforms,
the rapid sheath contraction occurs in front of the powered electrode; more ionization is obtained
there and the geometrical asymmetry of the discharge is partly compensated by an increased flux
of positive ions arriving at the powered electrode). It can also be noted that the DC self-bias is
decreased (in absolute value) compared to its value for Ar and O2 discharges. However, this can
mainly be attributed to the condition of constant power, as the SF6/O2 discharge requires a much
lower VPP for the same coupled power.

II.2.2 Power Coupling Mode Transitions in SF6/O2

II.2.2.a Influence of SF6 content

In the previous section, it has been shown that the power coupling mode for an SF6/O2 discharge
is completely different from that of an Ar or a pure O2 discharge (for the conditions used). One
could therefore expect to observe a power coupling transition when slowly adding SF6 to an O2

discharge. If the plasma were driven by a sawtooth-like voltage waveform, this would involve
a change in the excitation peak location, from the fast-expanding sheath to the fast-contracting
one. In a perfectly geometrically symmetric reactor, this would cause a change in sign in VDC . In
a geometrically asymmetric reactor, observing this change through the VDC would not be straight-
forward; the change in VDC associated to a change in coupling mode would be superimposed on
top of that caused by the geometrical asymmetry. Furthermore, at constant power, VPP would be
changing as well, masking the change.

For these reasons, in this section, we propose to instead observe the relative, normalized values
of VDC for mirror versions of sawtooth-like voltage waveforms. In doing so, one can remove (to a
first order) the effect of both the geometrical asymmetry and any changes in VPP. Conceptually, we
note if when switching the fast expanding sheath from the RF electrode to the grounded electrode,
the VDC/VPP increased or decreased in magnitude.

In order to more precisely investigate this possibility, a second type of waveform (first pro-
posed in [8]) has been used, consisting of the truncated Fourier series of an ideal sawtooth-up
(minus sign) or sawtooth-down (plus sign) signal (see Figure II.9) corresponding to:

Ṽ (t ) =± V0

n∑
k=1

1

k
sin(2πk f0t ) (II.8)

When these sawtooth-like waveforms are applied, no amplitude asymmetry effect can arise
since Vmaxand |Vmin| are equal. Any differences in the electrical response of the plasma to sawtooth-
up versus sawtooth-down waveforms can therefore only be attributed to a slope asymmetry effect.
Using sawtooth-down waveforms as an example, it can be shown that the ratio of fall time over rise
time (i.e. ratio of sheath expansion time over contraction time) is equal to the total number of har-
monics applied, n (set to 3 in the current study).

Fig. II.9: Ideal sawtooth waveforms (dashed curves) and their truncated Fourier decompositions (solid
curves) obtained with Equation (II.8) and n = 3, the timescale is normalized by the signal period T0.
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In this section, the SF6 content in the total SF6/O2 gas flux of 100 sccm has been varied at a con-
stant discharge coupled power of 20 W for a pressure of either 30 or 120 mTorr. For the 120 mTorr
conditions using TVW excitation, measurements are only provided up to a 50% mixture fraction
of SF6, as above this value, the discharge would extinguish at the targeted power. The measured
electrical parameters of the obtained discharge (VPP, VDC and VDC/VPP) are shown in Figure II.10.

It may first be noted that at 30 mTorr and SF6 content below 50%, the VPP required to attain
a given coupled power is higher in standard RF excitation than with TVWs. This observation is
also valid at 120 mTorr for a pure O2 discharge and is linked to the fact that collision-less electron
heating scales with the square of the sheath velocity [10]; in TVW mode (including sawtooth-like
waveforms), although the fundamental frequency remains identical, the higher frequency compo-
nents induce a much faster sheath motion (in front of either the grounded or powered electrode).

A more difficult result to explain is the divergence between the values of VPP for the sawtooth-
up and –down waveforms, occurring at values of SF6 content above 20% for the 30 mTorr case,
Figure II.10(a), and at low values of SF6 content (<30%) for the 120 mTorr case, Figure II.10(d).
Ideally, one would expect these to show identical values. However, as previously stated, TVWs
strongly influence energy loss per ion on each electrode in a geometrically asymmetric system, and
so constant power is not a perfect proxy for plasma density. This point could be better investigated
in the future in a geometrically symmetric system, or by directly measuring plasma density.

It is observed in Figure II.10(c,f) that for pure O2 discharges at both 30 and 120 mTorr, |VDC/VPP|
is higher for sawtooth-down waveforms than for sawtooth-up waveforms. However, with an in-
creasing fraction of SF6 in the mix, this situation reverses itself, and |VDC/VPP| for sawtooth-up
waveforms becomes higher. At 30 mTorr (Figure II.10(c)), this crossing is observed for an SF6 flux
fraction of around 20%, while for 120 mTorr (Figure II.10(f)), the crossing occurs below the smallest
SF6 fraction that can be probed with the experimental setup (below 13%).

The change in relative value of |VDC/VPP| for sawtooth-up vs sawtooth-down waveforms has
been previously attributed to a change in the dominant heating mode in the plasma [19]. Depend-
ing on the power coupling mode, and as it has been highlighted previously, the ionization will be

Fig. II.10: Evolution of VPP (a,d), VDC (b,e), and VDC/VPP (c,f) with SF6 content in total incoming gas flux
(100 sccm) for sawtooth-down, sawtooth-up and RF excitation. The coupled power is 20 W, and the

discharge pressure 30 mTorr (a-c), and 120 mTorr (d-f). The legend is identical for all graphs.
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greater in front of either the powered or grounded electrode, modifying |VDC/VPP|. For pure O2 dis-
charges, a higher value of |VDC/VPP| for sawtooth-up is consistent with an electropositive behavior
(dominant α-mode). However, when SF6 is added to the discharge by increasing its fraction in the
total incoming gas flux, the discharge is expected to evolve to a more electronegative behavior, as
observed by Pateau et al. at similar pressures [22]. Undergoing such an evolution, it is expected
that the DA heating-mode would become dominant.

Furthermore, the fact that the crossover occurs at a lower SF6 content for the higher pressure
is also consistent with previously observed results [21, 22] wherein increasing pressure also in-
creased the electronegativity of the discharge, and the dominance of the DA heating mode. This
dependence on pressure will be further examined in the following section.

II.2.2.b Influence of discharge pressure and power

In the previous section, a difference was noted in the gas mixture at which a change in the dom-
inant power coupling mode occurred for two values of process pressure. In this section, this de-
pendence on pressure is investigated in more detail. As it has been proposed that the dominant
power coupling mode is indicated by the relative value of |VDC/VPP| for the two types of sawtooth
waveform, these values (VDC/VPP) are plotted as a function of discharge pressure in Figure II.11 for
two different values of SF6 fraction in the mixture and two values of coupled power.

When the fraction of SF6 in the total incoming gas flux of SF6+O2 is 13% and for pressures below
35 mTorr (Figure II.11(a)), |VDC/VPP| is just slightly higher for sawtooth-up than for sawtooth-down
waveforms. When the pressure increases, the situation quickly reverses, and |VDC/VPP| becomes
much smaller for sawtooth-down waveforms, while it remains relatively constant for sawtooth-up
waveforms (for the range of pressures investigated). This indicates a transition from a dominant

Fig. II.11: Evolution of VDC/VPP as a function of the discharge pressure for different incoming gas
composition and power. The total incoming gas flux is 120 sccm in case (a-b) and 140 sccm in case (c-d).
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α-mode (below 35 mTorr) to a DA-mode. When the SF6 content in the gas mixture is increased
to 57% (Figure II.11(b)), the power coupling is dominated by the DA-mode over the whole range
of pressure investigated since |VDC/VPP| with sawtooth-up waveforms is always higher than with
sawtooth-down waveforms.

Similar experiments carried out at a higher power (30 W, Figure II.11(c-d)) demonstrate a sim-
ilar behavior. Indeed, at 13% SF6 content, a crossover (understood as a transition from α- to DA-
mode) is again observed, while at 57% SF6 the discharge is operating in DA-mode throughout the
investigated range. Furthermore, at 13% SF6 content, (Figure II.11(a,c)) an increase in the transi-
tion pressure from 35 to 40 mTorr is observed when increasing the power from 20 to 30 W. This
stems from the promotion of sheath expansion heating when the voltage amplitude is raised at a
fixed pressure [21].

Curiously, the difference between the relative values of |VDC/VPP| for the two types of waveform
decreases at higher pressure, although no cross-over occurs. This is a reminder of the limits of
using the technique of comparing relative values of |VDC/VPP| for the two types of sawtooth wave-
form. This technique relies on the fact that the difference in the sheath expansion/contraction
rates for the two sides of the plasma is of non-negligible importance for the discharge conditions.
Simply put, the contraction rate should appear “fast” on one side, but “slow” on the other. What
is defined as “fast” and “slow” depends on the plasma conditions, principally pressure and gas
mixture. At the higher pressures of Figure II.11, the difference in sheath speeds is beginning to be
less important (or rather, the difference in ion generation and flux they generate is reduced), and
so the differentiating nature of the voltage waveforms is fading.
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II.3 Tuning Ion Energy and Flux using Tailored Voltage Waveforms in
SF6/O2

The effects of powering the SF6/O2 discharge with TVWs in a CCP reactor have been investigated
in detail in the previous section, close to the appropriate range of parameters for nanotexturing (as
obtained previously in the lab, see introduction of section II.2). Transitions in dominant electron
heating modes have been highlighted using mirror versions of sawtooth waveforms. In turn, the
dominant asymmetry effect (either AAE or SAE) is modified and leads to completely responses of
the discharge to the applied waveforms. In particular, the resulting DC self-bias is in particular
affected, as well as the location of maximal ionization in the discharge.

In the present section, in-situ characterization using a Retarding Field Energy Analyzer (RFEA)
system ([23], also described in Chapter I) is used to acquire Ion Flux Energy Distribution Functions
(IFEDFs) on the powered electrode. This method will help investigate the evolution of (positive)
ion bombardment energy and ion flux with the excitation signal: these variations will in particular
be linked to the identified discharge powering mode. It should be highlighted that the RFEA grids
cover an area of around 0.3 cm2, and the openings consist of 37 holes (with a diameter of 800µm).
In subsections II.3.1 and II.3.1, the RFEA system will be placed at a fixed position on the powered
electrode, with the sensor grids located at around 7.5 cm from the center of the electrode, as shown
in the schematic of Figure II.12(a). In subsection II.3.3, the uniformity of the discharge will be
assessed by moving the RFEA probe along the radius of the electrode, Figure II.12(b).

Fig. II.12: Schematics (to scale) of the RIE substrate electrode with the RFEA probe: (a) position for
measurements depicted in sections II.3.1 and II.3.2, (b) its successive positions for measurements shown

in section II.3.3.

II.3.1 Tuning Ion Flux Energy Distributions in SF6/O2

In this first section, a comparison of IFEDFs obtained with Ar and SF6/O2 discharges will be car-
ried out. The underlying objective is to first demonstrate that TVWs indeed allow one to vary the
process conditions at the substrate (powered) electrode (in terms of ion flux and energy) at a fixed
value of coupled power (here 25 W in all conditions). Here in all cases the pressure is maintained
at 30 mTorr, and the SF6 content in the input gas flux is kept at 57% for the SF6/O2 discharge.
Secondly, the IEDF measurements give the opportunity to definitively validate this hypothesis in
the case of SF6/O2 by comparing the calculated “theoretical” ion bombardment energy with the
experimental measurements. Indeed, the calibration method presented in section II.1.1 was for
now experimentally validated with Ar only, with the assumption that it remains valid for other
discharges – for which cases the plasma impedance may greatly differ.

In this section, the employed waveforms are again expressed by Equation (II.5), section II.1.2.a,
with n = 3 (three frequency components, 13.56 MHz and two upper harmonics). These measure-
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ments are again often compared to single frequency excitation (13.56 MHz) and this case is labeled
“RF” as in the rest of the manuscript.

II.3.1.a Comparison of SF6/O2 and Ar

Graphs in Figure II.13 show the evolution of the IEDFs on the powered electrode with the applied
voltage waveform in Ar and SF6/O2 discharges (notice that both the flux density and energy scales
are different from one graph to the other). The RF case (bottom curves in both graphs) correspond
to a sinusoidal voltage excitation and the TVW excitation cases are shown above, from Θ/π = 0
(peaks waveforms) toΘ/π= 1.75. Regarding first the results with Ar (left graph), it can be observed
that all curves are relatively “flat”, with a significant flux at all energies below Emax so that Eavg is
much lower than Emax in all cases: it can thus be deduced that the sheath is relatively collisional.
Finally, the qualitative evolution of Emax with the applied voltage waveforms corresponds to the
expectation: the average sheath voltage drop is maximal for peaks waveforms (Θ/π = 0) and min-
imal close to valleys waveforms (Θ/π = 1). Notice that the actual minimal value of Emax with Ar is
here found forΘ/π= 0.75, but measurement uncertainties – shown later in Figure II.15 – may alter
the analysis. Between peaks and valleys waveforms, it is demonstrated that Emax (and Eavg) can be
varied continuously.

Regarding now the SF6/O2 discharge operated in the same conditions (IFEDFs shown in the

Fig. II.13: Evolution of IFEDFs with applied voltage waveform in Ar (left) and SF6/O2 with 57% SF6 in input
gas flux (right) at 30 mTorr and 25 W in the single-frequency RF case (bottom curves in both graphs) and

with TVW excitation, fromΘ/π= 0 toΘ/π= 1.75.
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right graph in Figure II.13) the situation is quite different. First, the IFEDFs all present a significant
peak (sometimes with an apparent bimodal nature, e.g. in the RF case): the sheath is therefore less
collisional than in the Ar case. Moreover, the IFEDFs show quite a “long tail” at high energies com-
pared to the case of Ar, so that the estimations of Emax are blurred by large uncertainties. With TVW
excitation, the evolution of Emax and Eavg with the applied voltage waveforms also greatly differs
from the Ar case, due to the different power coupling mode (DA-mode rather than α-mode). In-
deed, in the last section, it was demonstrated than in the considered conditions, the Ar discharge
is operated in α-mode and the AAE is dominant; for SF6/O2 in the same conditions of power and
pressure, the discharge is operated in DA-mode with a dominant SAE. As a consequence, the ex-
treme values of Emax are not found for pulse-like waveforms, although it is still possible to vary
Emax continuously by slightly altering the waveforms. This behavior is consistent with the varia-
tion of VDC observed for a similar discharge in the previous section.

Figure II.14 shows the evolution of the total ion flux (φtot, integral of IFEDF) for all the cases
displayed in Figure II.13. In all cases, the total ion flux is much greater for the SF6/O2 discharge
than for Ar. Regarding the evolution of the total flux with the applied voltage waveform, the trends
are opposite in Ar and SF6/O2 with TVW excitation. For the SF6/O2 discharge, a maximal flux is
observed for Θ/π = 1.25 and a minimal value for Θ/π = 0.25, while an opposite trend is found for
Ar (although due the measurement uncertainties the actual extremes for Ar are more delicate to
identify). The position of the extreme values of ion fluxes in the case of Ar and SF6/O2 are difficult
to interpret. However, it should be recalled that for sawtooth-like waveforms (Θ/π = 0.5 or 1.5)
the location of maximal ionization in the discharge depends on the dominant electron heating
mechanism. For Ar, operated in α-mode, maximal ionization is expected in front of the powered
sheath for sawtooth-up waveforms (Θ/π= 0.5), while for SF6/O2 due to dominant Drift-Ambipolar
electron heating maximal ionization is expected in front of the powered electrode for sawtooth-
down waveforms Θ/π = 1.5. This interpretation will be further explored in the next section when
observing the transition from α-mode to DA-mode in an SF6/O2 discharge.

Fig. II.14: Variations of total collected ion flux with applied voltage waveform for Ar and SF6/O2 (with 57%
SF6 in input gas flux) at 30 mTorr and 25 W.

II.3.1.b Comparison of estimated ion bombardment energy with experiments

From an experimental point of view, rapid process developments can require an estimation of
the ion bombardment energy (either average or maximal) based only on the input voltage wave-
form. Full IFEDFs measurements are also not always possible or simple to achieve (e.g. lack of
mechanical access to the chamber, deposition conditions...). In Chapter I, a computation of the
ion bombardment energy was proposed according to the following equation:

Ecalc = q(V̄pl −VDC) (II.9)
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where V̄pl is the time-averaged plasma potential and q the (positive) ion charge. Ecalc, from
Equation (II.9), represents the theoretical ion bombardment energy for a collisionless sheath, in
case the ion transit time τi much greater than the period of the RF voltage, T0, and under these
assumptions Ecalc = Emax, [24]. If τi ∼ T0 (or τi just a few times larger than T0), the distribution
becomes bimodal, [25], and Ecalc = Eavg. Here, with both Ar and SF6/O2, the sheath is observed
to be collisional, and with SF6/O2 a bimodal distribution has been demonstrated. In such case,
Ecalc cannot easily be quantitatively compared to either Emax or Eavg. However, even in the case of
a strongly collisional sheath, the IFEDF usually presents a long tail at the high energy end due to
the small fraction of ions that do not collide during their transit: Ecalc is thus expected to underes-
timate Emax but have a similar qualitative evolution.

It has also been shown that for a periodic voltage waveform, the time-averaged plasma poten-
tial can be computed using the equation below, [26]:

V̄pl =
−Vmin

VPP

(
Vmax

VPP
VPP +VDC

)
(II.10)

The assumptions used for Equation (II.10) are the following: (i) the potential in the plasma
bulk is a linear function of the applied RF voltage; (ii) the potential drop in the plasma bulk is neg-
ligible; (iii the sheaths fully collapse at some point in the RF period; (iv) there is no field reversal.
In the experiments, VDC is measured while Vmin, Vmax and VPP (reminder: at the electrode) are
estimated from the measurements at the feedthrough using the calibration method presented in
section II.1.1.

Experimental values of Eavg and Emax are shown in Figure II.15 below (same values as in Fig-
ure II.13, here shown with additional error bars) as a function of Θ/π, along with the estimations
of Ecalc based on Equation (II.10). As expected, it is observed that Ecalc always significantly under-
estimates Emax. However, the qualitative evolution of Ecalc with the applied voltage waveform is
generally in agreement with the variations of Emax (this is not surprising as the variation in Emax

is especially controlled by the evolution of VDC which is used in the computation of Ecalc). An
exception still appears for the case of valleys waveforms (Θ/π = 1) especially in SF6/O2, where
Ecalc is very low compared to the measurements: this might indicate that the control of the valleys
waveform is not very good (in particular the calibration method might be failing in this case).

Nevertheless, in these two cases, the values of Ecalc seem to give a relatively good first approx-
imation for the order of magnitude of the ion bombardment energy and its variations with the

Fig. II.15: Variations of average, maximal and calculated – using Equation (II.9) – ion bombardment energy
with applied voltage waveform for Ar (left) and SF6/O2 (right).
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applied voltage waveform, and can be used as a rapid estimation method. In the following sec-
tions, we will continue plotting the values obtained for Ecalc in comparison with Eavg and Emax to
show that this statement is also valid for other conditions investigated in this work.

II.3.2 Effects of Power Mode Transitions in Decoupling Ion Energy and Flux

The comparison between Ar and SF6/O2 has shown the different effects of TVW excitation on
IFEDFs depending on the dominant electron heating mode. In particular, the evolution of the
ion flux and mean (or maximal) ion energy will vary depending on the power coupling mode. In
section II.2.2, it was in particular demonstrated that, for an SF6/O2 discharge, a transition in dom-
inant electron-heating was observed with the SF6 content in the input gas flux. The discharge has
indeed been shown to be operated in α-mode at low SF6 content and in DA-mode at high SF6

content and this transition is expected to have major effects both on the ion energy (notably due
to different variations of VDC with the applied waveform) and to the ion flux due to the reversal of
effect in SAE.

II.3.2.a Effect of SF6 content

From the results of section II.2, it has been shown that at 30 mTorr and a coupled power of 25 W,
sheath expansion heating is dominant if the SF6 content is low (below around 18%), while Drift-
Ambipolar heating becomes preponderant above this value. IFEDFs measurements have therefore
been obtained with varying waveforms for different values of SF6 content in the input gas flux.

Results are shown in the graphs Figure II.16 (here the full IFEDFs are not shown, but only ag-
gregate values). As expected, variations of ion energy and ion flux for a pure O2 discharge are
therefore very similar to those obtained for Ar. For an SF6 content of 17% (i.e. a value close to
the mode transition threshold), the variations of ion energy are quite similar, but the ion flux has
nearly doubled for all Θ/π, and it stays quite flat. Interestingly, this is the sole case that has been

Fig. II.16: Influence of applied waveform on ion bombardment energy (top line graphs) and total collected
ion flux (bottom line graphs) for different values of SF6 content in the input gas flux of an SF6/O2 discharge

(at 30 mTorr and 25 W).
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observed in this work where the ion flux is almost constant with the waveforms (within the mea-
surement uncertainties). A “true” – although not perfect – decoupling is here obtained, i.e. the
mean (or maximal) ion bombardment energy can be varied in a large range (from 80 to 120 V for
Emax) without significantly changing the total ion flux (around 10%rel difference between lowest
and highest value). At 33 and 80% SF6 content in the input gas flux the evolution of ion flux and
energy are qualitatively similar (e.g. the position of maximal and minimal values versus Θ/π are
unchanged for Eavg and φtot) and consistent with the measurements made with 57% SF6 content
discussed previously (section II.3.1). For these “high SF6 content” cases only the magnitude of the
ion energy and flux is changed: for all voltage waveforms, increasing the SF6 content leads to a de-
creased Eavg or Emax. Regarding the ion flux, increasing the SF6 content from 33 to 80% leads to an
increased flux for Θ/π = 1.25 and 1.5, while for other waveforms similar values are found (within
uncertainties).

Finally, notice that the qualitative evolution of the calculated ion bombardment energy Ecalc

is generally in agreement with the evolution of Emax for SF6 contents between 0 and 33%, as seen
in the top line graphs in Figure II.16. A notable exception (already pointed out in section II.3.1)
is however observed for the cases at Θ/π = 1, where Ecalc falls well below the general trend. At
80% SF6 content, however, large qualitative deviations are observed and Ecalc for instance does no
longer adequately predict the position of the minimal value of Emax.

These results first show that a “true” decoupling of ion flux and ion bombardment energy can-
not be obtained in the investigated conditions (except for a single value of 17% SF6 content as
highlighted before). Moreover, the dominant electron heating mode will have a dramatic effect on
the relationship between the ion flux and energy.

II.3.2.b Extended process conditions “playground” in SF6/O2

Although only a partial decoupling between ion flux and ion energy has been shown using TVWs
in SF6/O2 discharges, it is still possible to extend the available playground dictated by single-
frequency RF excitation. To demonstrate this possibility, measurements are carried out with single-
frequency excitation at different values of coupled power and then compared to results obtained
when introducing TVW excitation in identical discharge conditions.

RF baseline. With a SF6/O2 discharge (57% SF6 30 mTorr), the substrate electrode is fed with a
sinusoidal RF voltage ( f0 = 13.56MHz) with increasing VPP: the IFEDF is recorded for different val-
ues of coupled power (from 5 to 45 W). The results are shown in Figure II.17: graph (a) presents the
IFEDFs, graphs (b) and (c) respectively show the evolution of the ion energy and the ion flux with
the input peak-to-peak voltage. In particular in graph (b), both the mean and average ion energy
measured with the RFEA are shown, along with the result of the computation using Equation (II.9).

In Figure II.17(a), it is observed that at low coupled power (from 5 to 20 W) the measured
IFEDFs show a clear maximal peak (close to the Emax) – the peak is either singular or the energy
resolution too low. At higher values of coupled power, a bimodal distribution seems to arise at high
ion energies. Although the peaks of the bimodal distribution are not always well distinguished, the
local maxima are observed to split further with increasing coupled power. These observations are
consistent with the aforementioned hypothesis: the sheath voltage oscillation time is lower than
the ion transit time in the sheath but the difference is low, so that the final energy of an ion de-
pends on the time (in the RF period) at which it entered the sheath. Moreover, several types of
ions (with different masses) are expected to impinge on the surface, which might contribute to the
multiple peaks observed in the distribution, as explained in Chapter I, section I.1.1.b. Some sec-
ondary peaks are also seen (e.g. measurement at 15 W) however their interpretation is challenging
as they may in some case be explained by noisy data. Indeed, as a reminder, the RFEA measures
an I-V curve which is numerically differentiated to obtain the IFEDF: even with a smoothing with
a Savitzky-Golay approach [27], the numerical derivation is sensitive to the signal-to-noise ratio in
the I-V data. For this reason and due to the low resolution (1 V steps in the I-V curve), interpreta-
tions will here focus on the most prominent features of the IFEDFs.
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Fig. II.17: (a) IFEDFs measured in SF6/O2 (57% SF6, 30 mTorr, single-frequency excitation) with increasing
coupled power from 5 to 45 W. Graphs (b) and (c) respectively show the corresponding values of ion energy

and total collected ion flux as a function of the applied VPP.

At the low energy end of the IFEDFs, the ion flux is observed to be significant, i.e. the sheath
is partly collisional. In Figure II.17(b), both the measured mean and maximal IBE are increasing
almost linearly with the applied VPP. The computation with Equation (II.9) is in qualitative agree-
ment with the trends for the average and maximal ion energy, and the order of magnitude is well
predicted. In the case of a bimodal distribution, Ecalc should correspond to the center value be-
tween the two peaks (approximately shown by black arrows in Figure II.17(a), when the bimodal
distribution is seen): here it appears that Ecalc overestimates this center value. Two hypotheses
may explain this effect: (i) the sheath is partly collisional, and the position of the bimodal peaks
may therefore be shifted to lower energies; (ii) the computation of Ecalc depends on the estimated
gain correction factor for f0 = 13.56MHz, which may be overestimated.

Finally, and as expected, the ion flux increases with the applied VPP (or equivalently with the
coupled power, Figure II.17(c)): the correlation between ion flux and ion energy is well observed.
This single-frequency case will serve as a baseline to which investigations using TVW excitation
will be now be compared.

Extended playground using TVWs. Using identical conditions (57% SF6 30 mTorr), measure-
ments have been performed using TVW excitation for three different values of coupled power (15,
25 and 35 W). Results are first shown in the graphs Figure II.18 as a function of the applied wave-
form (again screening Θ values in the range [0, 2π]). Top line graphs in Figure II.18 show the evo-
lution of ion bombardment energy on the powered electrode (Eavg, Emax and Ecalc) while bottom
line graphs show the total collected ion flux from the IFEDF measurements.

Measurements shown in Figure II.18 for the 25 W case are the same as previously described in
section II.3.1.a, and we will therefore focus on comparisons with the two other cases. As can be ex-
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Fig. II.18: Influence of applied waveform on ion bombardment energy (top line graphs) and total collected
ion flux (bottom line graphs) for different values of applied power in an SF6/O2 discharge (57% SF6,

30 mTorr).

pected by analogy to single-frequency excitation, both the ion energy (either average or maximal)
and ion flux can be seen to increase when the coupled power is raised (for a given Θ/π value, i.e.
waveform). The qualitative evolution Ecalc is in agreement with the measured variations of aver-
age and maximal ion energies (Eavg and Emax) at 15 and 25 W. At 35 W, variations of Ecalc are quite
similar to Eavg but more difficult to compare with Emax, possibly due to the large uncertainties
obtained for some of the measurements and due to a long high-energy tail in the IFEDFs. Nev-
ertheless, the measured variations of average ion energy and total ion flux are similar to the two
cases at lower power and the TVW approach is still demonstrated to allow a significant variation
of these parameters.

In addition, and similarly as detailed earlier for the 25 W case, the variations of ion energy and
ion flux at 15 and 35 W are also consistent with the discharge power coupling being dominated by
Drift-Ambipolar electron heating (DA-mode).

The measurements of average ion energy and total ion flux taken in single-frequency RF ex-
citation and with TVWs (for the three values of coupled power) are plotted in a single graph in
Figure II.19. In that, the solid curve is a guide to the eye to follow the correlation between ion en-
ergy and ion flux in the RF case. Similarly, the light-gray area show the extended playground made
available through the use of TVWs. In particular, TVWs especially help increase the ion flux at a
given energy or lower the average energy at a given flux. For instance, at an average ion energy
of 50 eV, it is possible to vary the total ion flux between approximately 40 and 75µA ·cm−2 using
TVWs, compared to a value around 48µA ·cm−2 for RF excitation.

This “extended playground” is of great interest from at least two points of view: (i) if the physi-
cal phenomena are well identified, the ion energy or flux can be tuned depending on the require-
ments for process purposes; (ii) conversely, if the physical phenomena are to be identified, using
TVWs unleashes a large playground to vary parameters associated with ions independently. Of
course, these measurements are limited to the behavior of positive ions: variations of other pa-
rameters (e.g. density of chemically reactive neutral species) are not captured from IFEDF charac-
terizations.
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Fig. II.19: Average ion bombardment energy versus total collected ion flux for an SF6/O2 discharge (with
57% SF6 in input gas flux) for different types of applied waveforms and values of coupled power. The solid

black curve and the gray polygon are added as guides to the eye.

II.3.3 Ion Flux Non-uniformity in SF6/O2 Discharge

Up to now in this manuscript, the RFEA probe has been used to qualify how the IFEDFs on the
substrate electrode can be tuned using TVW excitation, and to this aim measurements were taken
with the probe located at a given (fixed) position on the electrode. As a reminder, the collection
area of the RFEA grids is three orders of magnitude smaller than the area of the electrode (around
324 cm2). At process level and especially by comparison to standard solar cell sizes, i.e. the current
standard in mass production corresponds to 6 inches pseudo-square wafers (area of 243 cm2) [28],
it is interesting to look at the uniformity of the discharge in the reactor. The reactor being cylin-
drical (with 20 cm diameter parallel electrodes), a rotational symmetry is assumed, and measure-
ments will be taken by placing the RFEA probe at different locations on a radius of the electrode.

II.3.3.a Effect of excitation waveform and comparison with Ar

At each chosen location, plasma conditions are varied both in Ar and SF6/O2, and IFEDFs are
recorded. In both cases, the pressure is set to 30 mTorr and the coupled power to 25 W. Results are
shown in Figure II.20, for Ar (left column) and SF6/O2 (right column): for each graph the abscissa
spans the electrode radius. Notice that a lateral offset has been introduced in all graphs to help
visualize the curves.

Top graphs show the VDC measured on the powered electrode: this parameter is used as a con-
trol to check that the conditions are reasonably comparable between different locations. Indeed,
changing the location of the probe implies the venting and opening of the chamber, and a slight
change in masked electrode area (due to the ceramic coated cable connecting the probe to the
electronic control unit). Small but significant changes in VDC are observed in some cases for the
Ar discharge (e.g. valleys waveforms case, Θ/π = 1). In contrast, very small variations of VDC are
observed in SF6/O2, showing that the displacement of the probe negligibly affects the plasma. The
second row of graphs in Figure II.20 shows the evolution of the average ion energy: Eavg is very sta-
ble along the radius of the electrode (small variations observed with the Ar discharge are linked
to the variations of VDC, attributed to the small change in discharge properties induced by the
displacement of the probe on the electrode). This observation indicates that the DC component
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of the powered sheath voltage, and thus the plasma potential near the powered electrode is fairly
uniform in the discharge. Finally, the third row shows the evolution of the total ion flux along the
radius of the electrode: in the Ar case, some small variations are observed again but φtot can be
considered uniform on the area of the electrode (within the measurement uncertainties).

The SF6/O2 case is more surprising: the constant VDC values and uniform Eavg across the elec-
trode again indicate a constant DC sheath voltage drop on the electrode. However, the ion flux
significantly increases from the center to the “edge” of the electrode: in the RF case, φtot is almost
three times higher at the edge than at the center of the electrode. Notice that in this section the
term “edge” is used abusively: due to experimental constraints, the most peripheral measurement
was performed at r = 7.5cm (while the electrode radius is 10 cm). In all TVW mode cases, the cen-
ter to edge increase is less pronounced than with single-frequency RF excitation, but even in the
“most uniform” case (here with sawtooth-up waveforms,Θ/π= 0.5), the ion flux at the edge of the
electrode is still around 1.6 times higher than at the center.

Fig. II.20: Measured radial profiles for DC self-bias voltage (top line), average ion bombardment energy
(middle line) and total collected ion flux (bottom line) in Ar discharge (left) and SF6/O2 discharge (right)

and various applied voltage waveforms. A lateral offset is introduced between curves to ease visualization.
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A closer look at the results obtained with SF6/O2 at the center (0 cm) and edge (7.5 cm) of the
electrode is supplied in Figure II.21 showing the IFEDFs for all tested excitation waveforms. The
IFEDFs are shown in “true scale” in the left graph and normalized in the right graph (energy scaled
by Emax and area of the curves normalized to unity). While Eavg was already shown constant along
the radius of the electrode, the curves in the left graph Figure II.21, also show the maximal ion
energy, Emax, is very similar at both locations. In addition, the normalized curves displayed in the
right graph show the similarity of the distributions at each location (which is also true for the two
other locations, i.e. 2.5 and 5 cm from the center, data not shown here): only the ion flux density is
varying from the center to the edge of the electrode.

All this observations support the previous conclusion that the sheath voltage is constant across
the electrode. In that regard, the single frequency (RF) case, bottom curves in Figure II.21 is espe-
cially interesting. Indeed, the energy gap between the two high energy peaks (associated to the
bimodal distribution, see black arrows in left graph Figure II.21) is larger at the edge of the dis-
charge (around 14 eV) then at the center (8 eV). Although weak, this effect may indicate that the
powered sheath RF voltage amplitude is higher at the electrode edge than at the center, suggesting
a uniform DC sheath voltage with non-uniform RF amplitude across the electrode.

Fig. II.21: Comparison of IFEDFs with SF6/O2 (57% SF6, 30 mTorr, 25 W) for different applied voltage
waveforms in “true scale” (left) and normalized scales (right) obtained at the center (0 cm, dashed curves)

or at the edge (7.5 cm, solid curves) of the powered electrode.

Finally, Figure II.22 shows the evolution of global discharge parameters with the excitation
waveform, with the RFEA probe located at the center or at the edge of the electrode. Figure II.22(a)
first shows the total ion flux evolution with the excitation voltage. The values obtained in TVW
mode at the electrode edge are not surprising as they are similar to the results presented in sec-
tion II.3.2.b: due to the slope asymmetry effect the ion flux is highest for sawtooth-down wave-
forms (Θ/π = 1.5) and lowest for sawtooth-up waveforms (Θ/π = 0.5). In contrast, the situation is
surprisingly reversed at the electrode center, a rather surprising effect that leads to the following
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discussion.

The reversal in ion flux variations (from the center to the edge of the electrode) importantly
recalls that the evolution of the self-bias voltage, Figure II.22(b), only captures global information
(dominant effects) on the discharge behavior. It should here be recalled that with these waveforms
the amplitude asymmetry effect is absent, so that the self-bias voltage can be approximated by the
following equation (under the same hypotheses as Equation (II.4), section II.1.2.a):

VDC ≈−VPP

2

1−ε
1+ε (II.11)

where the symmetry parameter ε scales in particular with the ratio of average (positive) ion density
in the powered and grounded electrode sheaths, n̄sp/n̄sg (see Chapter I section I.1.2.a). n̄sp and n̄sq

are here to be considered both temporally averaged (in an RF period) and spatially averaged (over
the whole electrode) densities. The comparison of VDC values show that ε is lower for sawtooth-
down waveforms, and this effect is attributed to a lower n̄sp/n̄sg ratio: as a conclusion (and as has
been deduced in section II.2 for identical discharge conditions), drift-ambipolar electron heating
mode (DA-mode) is here globally dominant. However, this result conceals the local variations in
absolute ion flux and a reversed behavior (from the center to the edge of the electrode) as a func-
tion of the applied waveform. Unfortunately, definitive conclusions cannot be drawn since the ion
flux at the grounded electrode has not been characterized: the n̄sp/n̄sg ratio remains inaccessible.
As a conclusion (although unsatisfactory), the previous experimental results imply that a global
description of the discharge leads to a very incomplete comprehension of the mechanisms at play.

Fig. II.22: (a) Evolution of total ion flux with excitation voltage waveform, measured in identical discharge
conditions (25 W, 30 mTorr, 57% SF6) at the center or the edge of the electrode. Labels indicate the

“center-to-edge” ion flux ratio. (b) Self-bias voltage evolution in the same conditions.

II.3.3.b Elements of elucidation

A first step towards a more detailed comprehension comes from the identification of the possible
sources of non-uniformity. Several important observations should first be summarized: (i) in the
investigated conditions of pressure (31 mTorr) and power (25 W), non-uniform ion flux is observed
for the SF6/O2 plasma but not for Ar; (ii) in SF6/O2, the ion flux increases from the center to the
edge of the discharge (edge-high profile) while the distribution in energy is kept almost identical
(in particular Eavg is constant along the radius of the electrode); (iii) the ion flux uniformity is im-
proved when using TVW excitation (i.e. the ratio between the total ion fluxes measured at 7.5 cm
and 0 cm is lower) compared to the single frequency case, and depends on the applied waveform
– with the best uniformity observed for sawtooth-up waveformsΘ/π= 0.5.
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The edge-high ion flux profile necessarily comes from a gradient of plasma density, with a
higher power deposition close to the electrode edge. A first hypothesis to explain this effect comes
from a gradient of gas composition on top of the electrode. From the results of section II.2, the pos-
sible electropositive behavior at the center of the discharge could be explained by a lower SF6/O2

ratio in the discharge center. In such case, the transition from α-mode to DA-mode with increas-
ing SF6 content (observed in section II.2) would still be valid but not representative of the whole
discharge: a spatial transition would also occur, with a higher SF6 content at the periphery of the
discharge. By comparison to Figure II.10(a), section II.2.2.a, a constant VPP is here present on the
electrode so that a more efficient power deposition would occur at the periphery of the discharge
(where the SF6 content is larger). A confirmation of this hypothesis would in particular require an
adequate modeling of SF6/O2 gas transport properties in the volume of the reactor.

Another explanation to the edge-high ion flux profile comes from electrostatic edge effects
(with sometimes an additional electromagnetic contribution) [29, 30]. An enhanced electric field
(thus an increased power deposition) appears in the vicinity of the electrode edge due to its prox-
imity with the grounded sidewalls (and a grounded guard ring in the case of the RIE electrode).
In addition, the asymmetric reactor geometry (“telegraph effect”) may also be responsible for the
observed radial non-uniformity [31]. In this case, the asymmetric geometry leads to higher power
deposition near the edge of the plasma: this effect would be weaker in larger reactors (due to
decreased geometric asymmetry) but is also affected by the presence of dielectric substrates. In-
terestingly, Schüngel et al. have shown that TVW excitation gives the ability to tune the magnitude
of the “telegraph effect”: they used this property to improve uniformity in an H2 discharge [32].

In the specific case of non-magnetized CCP discharges, additional electromagnetic effects
(such as the standing wave effect or skin effect) can also prove detrimental for plasma unifor-
mity [30]. The standing wave effect appears when the electrode diameter is comparable to the
standing wave wavelength (the latter decreases with the applied voltage frequency). In such case,
the electric field (component perpendicular to the electrodes) is maximum at the center of the
discharge and decreases towards the edge, leading to a center-high ion flux profile [29]. For the
reactor used in the present work, the electrode diameter is 20 cm and the standing wave wave-
length is at least one order of magnitude larger (using the calculation from the practical formula
proposed by Chabert et al. [33] for the investigated conditions). More importantly, the standing
wave effect cannot explain the edge-high profiles obtained in SF6/O2. The skin effect is a more
suitable candidate: it appears when the inter-electrode distance is comparable or larger than the
skin depth (i.e. the characteristic field penetration distance in the plasma), and leads to edge-high
ion flux profiles. The skin depth decreases with increasing plasma conductivity and is therefore
observed at relatively high plasma density, while the SF6/O2 discharge here investigated is oper-
ated at relatively low power (25 W).

While identifying the exact – or at least dominant – source of ion flux non-uniformity would
require additional characterization or simulation resources, the previous analysis will help select-
ing possible candidates. Obviously, if the etching (or nanotexturing) process depends on the ion
flux, a large non-uniformity of the surface properties will be observed when processing large scale
samples (6 inches pseudo-square wafers being the current standard for photovoltaic applications),
although the introduction of a dielectric substrate may drastically change the discharge behavior
– and actually introduce other sources of non-uniformity. In that regard, it should be highlighted
that the RIE reactor used in this study is relatively small compared to wafer sizes relevant for pho-
tovoltaic application: the influence of the reactor size on the sources of non-uniformity should
therefore be taken into account. Depending on the mechanism(s) explaining the observed non-
uniformity, the upscaling of the process would especially require a careful study of: (i) the reactor
design to mitigate possible edge effects, (ii) gas transport properties in case of gas composition
gradients, and (iii) power deposition mechanisms due to possible electromagnetic effects.
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Summary

The implementation and use (in particular in the case of an SF6/O2 discharge) of TVW excitation
in the RIE setup has been presented in this chapter. Major findings are recalled below:

• TVW excitation was successfully implemented on the RIE reactor used for nanotexturing.
Large differences between the waveform set at the feedthrough and the one measured
at the electrode are observed in open-chamber conditions. A rather simple calibration
method is used to mitigate this discrepancy and it can also be used in the presence of
plasma as shown using the (known) behavior of an Ar discharge.

• The effect of TVWs on the SF6/O2 discharge was investigated depending on the discharge
parameters. The relative contribution of two types of Electrical Asymmetry Effect (EAE)
was observed. The use of mirror versions of sawtooth voltage waveforms is used to isolate
the net (positive or negative) change in VDC/VPP from absolute values or trends (as well as
the impact of the geometrically asymmetric reactor). A zero-crossing in the net change is
interpreted as a change in the dominant electron heating mode.

• For O2 plasma (similarly as for Ar), the Amplitude Asymmetry Effect dominates, and only a
very small impact of the Slope Asymmetry Effect can be seen, although its slight effect indi-
cates that the plasma is electropositive and operated inα-mode (sheath expansion heating).
For small additions of SF6, the plasma begins to act more electronegatively and Drift-
Ambipolar power coupling becomes preponderant. However, as the overall pressure in-
creases, the differentiation between the two mirror sawtooth waveforms disappears, as the
importance of the difference in the sheath velocities decreases.

• The ion flux energy distribution function on the powered electrode of an SF6/O2 discharge
was characterized using single-frequency and TVW excitation. At fixed discharge conditions
(pressure, power and SF6 content), the average (and maximal) ion energy is successfully
varied in a large range by changing the waveform. Meanwhile the total ion flux is also
significantly varied, so that a complete decoupling between energy and flux cannot be
obtained. The relative variations of both ion energy and ion flux with the applied wave-
form also strongly depend on the dominant electron heating. Nevertheless, in conditions
relevant for silicon nanotexturing, TVW excitation leads to a widely extended playground
compared to single-frequency voltage.

• Finally, in the same conditions, the ion flux on the powered electrode of the SF6/O2 dis-
charge is not uniform in the RIE reactor, showing an edge-high radial profile; in addi-
tion the magnitude of the non-uniformity depends on the applied waveform and can be
considerably improved using TVWs compared to single-frequency excitation. Several possi-
ble sources for this non-uniformity have been highlighted but the specific reason(s) at play
could not be deciphered based on the available data.
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Introduction

The process of c-Si nanotexturing using a CCP SF6/O2 discharge implies numerous input and
output parameters. A schematic, presented in Figure III.1, helps visualize the complexity of this
process. The schematic shows: the process “control knobs,” the substrate properties, the plasma
parameters (bulk and sheath) and finally the process outcome in terms of surface properties and,
incidentally, optical properties. The most important relationships are depicted by solid arrows.

Fig. III.1: Illustration of surface nanotexturing process with relevant input and output parameters. Circled
numbers and highlighted parameters correspond to the most important relationships and parameters

studied in Chapter II (gray) and III (pink) of the present manuscript.

In the frame of the present work, the main objective is the development of a nanostructured
c-Si surface suitable for implementation in solar cells. In other words, a maximization of photo-
generated current density is sought (without jeopardizing electrical properties of the cell). Notice
that for the time being, and because it represents an easily accessible “proxy” for the optimization,
investigations will focus on the effective reflectance, Reff, of the nanotextured samples: decreased
reflectance for wavelengths above the bandgap of c-Si will obviously lead to improvements in pho-
togenerated current density. However, obtaining a direct link (represented by the dashed arrow on
the schematic in Figure III.1) between process parameters and final optical properties would be
unrealistic and occult the role of intermediaries (e.g. the plasma).

Indeed, as seen in the schematic Figure III.1, process “control knobs” indirectly influence the
final surface properties via the plasma sheath (which is also impacted by the properties of the
plasma bulk and the substrate). In turn, the final optical properties may depend both on the initial
sample characteristics and on the obtained nanostructures.

Chapter I focused on the influence of the process control knobs on the ion flux energy distribu-
tion (at the substrate electrode), in particular with the introduction of a particular “control knob,”
i.e. the voltage waveform, which was expanded to include Tailored Voltage Waveforms. Using this
knowledge, a more direct link between the parameters of the plasma and the final properties of
the textured surface will be drawn in the present chapter.

In section III.1, an adequate process window (in terms of “external” process parameters) will be
identified, and the dynamic evolution of the surface properties will be explored. Section III.2 will
focus on the process upscaling to full wafers (at a size compatible with photovoltaic applications in
particular). Section III.3 will then more specifically focus on the influence of ion flux and energy on
the obtained surface morphology and reflectance: a global (descriptive) phenomenological model
will be depicted, paving the way to more comprehensive design rules for process optimization.
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III. SELF-ORGANIZATION AT THE NANOSCALE DURING SF6/O2 ETCHING

III.1 Baseline Process using Single-frequency Excitation

In this study, the development of the crystalline c-Si nanotexturing process with an SF6/O2 dis-
charge in the RIE reactor starts with the identification of an adequate process window. After the
selection of optimum process parameters, the dynamic evolution of the nanostructures during the
process will be investigated with the chosen baseline recipe.

III.1.1 Nanotexturing “Process Window”

III.1.1.a Available range of conditions

The ranges for “control knobs” on the RIE setup (described in Chapter I) are listed in Table III.1, in
the specific case of a mixture of SF6 and O2. Other gases may be added, in particular Ar, but this
addition may change the available range of pressure or SF6 content.

Tab. III.1: Available range of discharge parameters for c-Si nanotexturing in the RIE setup.

Input parameters Values or range

Gases

Pressure, Pr 30 mTorr to 1 Torr
Nature SF6 + O2 (possible addition of Ar)
Total input flux 30 to 300 sccm
SF6 content 0 to 80 %

Voltage excitation

Signal basis frequency, f0 13.56 MHz
Number of harmonics, n 1 (Single-frequency) or 3 (TVWs)
Coupled power, Pw Up to 60 W (0.2 W ·cm−2)

Substrate Temperature, TS 25 to 300 ◦C

Similar tables stating the process conditions will be used in the following parts of the manuscript
to clearly indicate the process conditions used in each study. Some comments have to be added
to this list of parameters:

Gases. The pressure is controlled by the rotating speed of the turbo pump, so that the available
range of pressure depends in particular on the input gas nature and total flux. The SF6 content
corresponds to its volume fraction in the incoming gas flux. The maximal limit of 80% SF6 in the
incoming gas flux comes from the use of a premixed SF6/O2 bottle (with 20% O2).

Voltage excitation. The base frequency is the same, 13.56 MHz, for single-frequency and tai-
lored voltage waveform excitation, for the latter case, two upper harmonics are used (27.12 and
40.68 MHz). Similarly as in Chapter II, the power Pw listed in Table III.1 represents the value cou-
pled to the discharge measured by a current-voltage probe, detailed in section I.1.3.c of Chapter I.
Pw corresponds to the forward power Pfwd at the input of the reactor minus the reflected power
Pref. Notice that with single-frequency excitation, power and peak-to-peak voltage are interde-
pendent and determine the value of self-bias voltage through the interaction with the reactor ge-
ometry. In contrast, using TVWs gives an additional degree of freedom, to independently tune the
self-bias voltage for instance (although in a limited range). Finally, the available range of power
also depends on the nature of gases and discharge pressure.

Substrate temperature. The temperature is monitored with a thermocouple in the substrate
holder electrode, only giving an estimate of the substrate temperature. The substrate holder is
water-cooled when working at room temperature. The cooling is, however, not efficient enough to
fully compensate plasma-induced heating (from ion bombardment and exothermic etching reac-
tions). For a process duration above 5 min, variations in electrode temperature are observed but
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III.1. BASELINE PROCESS USING SINGLE-FREQUENCY EXCITATION

low (up to 10 ◦C) and their effect on the etching process will therefore be neglected. Alternatively,
a heating system can also be used to heat the substrate electrode up to 300 ◦C.

Process conditions for nanotexturing: a glimpse at literature. As it is well-documented in sci-
entific literature, c-Si nanotexturing by SF6/O2 plasma can only be achieved in a limited range of
discharge parameters. In particular, a strong interdependence between the substrate temperature
and the SF6/O2 ratio has been demonstrated [1, 2]: generally, it has been shown that the higher
the substrate temperature, the lower the required SF6 content (volume fraction in input gas flux). 1

When the substrate is cooled to cryogenic temperatures (in the range from -160 to −70 ◦C in [1, 2]),
black silicon may be obtained for an SF6 content as high as 80 or 94%. At substrate temperatures
closer to 0 ◦C, more oxygen is required and reported values of SF6 content are much lower: 50%
in the study of Steglich et al. (performed with TS around −40 ◦C, [3]) or 54% in the case of Gaudig
et al. for TS at −5 ◦C [4]. At “room-temperature” (between around 20 and 30 ◦C), a relatively large
range may be available: formation of black silicon has been reported with SF6 contents of 42% [4],
60% [5] or 72% [6] for instance.

In addition to the influence of temperature and SF6/O2 ratio, Jansen et al. [7] have shown that
the process window to obtain black silicon especially depends on the applied power and discharge
pressure. Regarding pressure, studies cited earlier indicate values ranging from 15 to 225 mTorr
(2 to 30 Pa), i.e. the low end of the available range on the RIE setup. Conditions for the coupled
power are more difficult to identify from literature: most reports only give the total injected power
(and not the actual power coupled to the plasma), nor the size of the electrode, therefore mak-
ing comparisons challenging. Nevertheless, studies on reactors of similar sizes as the RIE setup
used in the present work show that black silicon can be obtained in the available range of power
densities for our setup [5, 6].

III.1.1.b Description of the samples

In addition to discharge parameters, the type of c-Si substrate may play a role in the nanotextur-
ing process. Several types of samples purchased from different manufacturers will be used in the
course of the present work, as summarized in Table III.2, also indicating the substrate thickness
and the growth method: either Czochralski (CZ) or Float-Zone (FZ).

Tab. III.2: Labels and description of the c-Si samples used in this study. All samples are cut from (100)
n-type (phosphorus doped) c-Si wafers, with a resistivity in the range 1–5 Ω ·cm (specifications from

manufacturers). Thickness measured at the LPICM.

Label Surface finish (both sides) Growth method Thickness (µm)

SWS Slurry-wire-sawn FZ 275 ± 5
DWS Diamond-wire-sawn CZ 177 ± 2
DSP Mirror polished CZ 280 ± 2
LPD Lapped CZ 285 ± 5

Surface finish and bulk properties. The c-Si wafers exhibit various initial finishes: slurry wire
sawn (SWS), diamond wire sawn (DWS), double-side mirror-polished (DSP), and lapped (LPD)
wafers are used. Confocal microscopy surface profiles of the initial morphologies are shown in
Figure III.2 for SWS, DWS and LPD samples, with two extracted 2D profiles in each case.

SWS and DWS wafers are processed “as-cut,” i.e. they did not undergo any other process af-
ter sawing from the ingot, and their surface properties differ according to the employed sawing
technique. In slurry wire sawing, the abrasive particles are contained in the slurry solution poured
on the metal wires during the cutting. In contrast, the abrasive particles are coated on the metal

1. Notice that in the available literature, analyses are most often reported in terms of O2 content instead, but for the
sake of consistency with the previous chapter, the SF6 content will here be indicated.
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III. SELF-ORGANIZATION AT THE NANOSCALE DURING SF6/O2 ETCHING

Fig. III.2: 128×128 µm2 surface profiles (obtained by confocal microscopy) of unetched SWS, DWS and
LPD samples. Dashed lines show the position of the extracted 2D profiles (graphs on the right, profiles

normalized to zero mean, notice the different scales on the vertical axis for the DWS case).

wires in the case diamond wire sawing, leading to different modes of interaction with the sili-
con and therefore a different surface finish [8, 9]. SWS and DWS wafers both exhibit micrometer-
sized mounds and grooves with sharp edges, however, the surface of the DWS wafer appears much
smoother compared to the SWS surface: the root-mean-square (rms) roughness of the SWS sam-
ple is 0.8µm, while a value of 0.3µm is found for the DWS one. Moreover, SWS wafers seem to have
a nearly isotropic microstructure, in contrast with DWS wafers showing strong anisotropy due to
saw marks, that are observed easily in the confocal surface profiles Figure III.2. As a result, a large
difference in roughness is observed for profiles taken perpendicularly (profile P1) or parallel to the
saw marks, a feature characteristic of diamond wire sawing and also observable with the naked
eye.

In contrast, DSP wafers underwent several mechanical and chemical etching processes induc-
ing a very low surface roughness and a mirror-like visual appearance (the initial topography of
DSP wafers has not been characterized through confocal microscopy).

Finally, LPD wafers underwent mechanical grinding with a slurry solution, followed by a chem-
ical etching to remove the subsurface damage induced by the lapping process. LPD wafers exhibit
shallow pits with square edges dispersed on the surface, with no observable long-range order. The
rms roughness of LPD wafers is around 0.8µm, similar to SWS wafers. Notice that all samples
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are initially symmetric: the surface finish is similar on each side (but only the side exposed to the
plasma will be modified during the nanotexturing process).

The substrates listed in Table III.2 are chosen for the diversity of initial surface topographies
previously discussed, and due to several experimental constraints. It would for instance be ap-
pealing to only consider mirror-polished (DSP) samples. Indeed, the very low initial roughness
would make the study of nanostructures, as well as the quantification of the etch depth (measure-
ment relying on stylus profilometry), much easier. However, c-Si wafers used in the photovoltaic
industry are not polished to a “mirror state” as this process is very expensive and of no added value
for solar cells. Therefore, any potential influence of the initial surface finish on the process should
be considered.

Finally, only n-type monocrystalline c-Si samples with (100) orientation are used. The dop-
ing level is known to influence the etching rate of c-Si with fluorine plasma due to electrostatic
effects [7, 10]. However, this dependence is negligible for low bulk doping level (values below
1016 cm−3 are typical for solar-grade wafers), and due to the ion bombardment, this dependence
on the doping type can be neglected [11]. RIE nanotexturing of c-Si using SF6/O2 is also known to
be efficient on mc-Si wafers, and only a few studies in the literature have reported dependence on
the crystalline orientation [12, 13].

Initial total reflectance. The reflectance of the initial c-Si samples surfaces is strongly influenced
by the surface roughness and crystalline structure. Figure III.3 shows the total hemispherical re-
flectance spectra of the substrates before etching at near normal incidence, together with the theo-
retical Fresnel reflectance for a planar surface [14] and the AM1.5g solar photon flux spectrum [15].
DSP and LPD wafers exhibit similar reflectance from 250 to 1000 nm. Their effective reflectance
Reff is high (37.8% and 35.8% for DSP and LPD, respectively) due to their very low surface rough-
ness. The increase of reflectance for wavelengths longer than approximately 1µm is due to the
substrate becoming semitransparent: part of the light entering the c-Si can escape it after being
reflected at the rear surface.

Unetched DWS wafers, despite their high surface roughness, exhibit a comparable level of
reflectance (Reff = 37.4%) to the unetched DSP and LPD samples, except for wavelengths below
450 nm. Indeed, the peaks at about 270 nm and 360 nm, corresponding to the Van Hove singulari-
ties in the density of states of c-Si [16], do not appear. The lack of Van Hove features is attributed to
a thin layer (a few nanometers) of amorphous silicon on top of the c-Si, induced by plastic ductile

Fig. III.3: Total hemispherical reflectance spectra for initial SWS, DWS, DSP and LPD samples, as well as
theoretical Fresnel reflectance for a 280µm c-Si slab and AM1.5g photon flux spectrum.
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mode cutting during diamond wire sawing, which mechanically hardens the c-Si surface [17]. In
contrast, the characteristic peaks of c-Si are observed for SWS wafers, but the whole spectrum is
lowered, with Reff = 21.6%. This decreased reflectance in the entire range is attributed to multiple
reflections in the large topographical features found on the surface.

Finally, it is interesting to notice that the convexity of the curves near the bandgap of the mate-
rial, i.e. in the approximate range [1050,1150 nm], depends on the surface finish. Indeed, for SWS
wafers the reflectance curve is convex, whereas all other curves are concave. This effect is due to a
much higher level of light-trapping for these samples as we will see in Chapter IV.

III.1.1.c Identification of nanotexturing process window

Benefitting from both the study of literature and previous work carried out at the LPICM (not pub-
lished), a few preliminary experiments have been conducted to identify a baseline process for c-Si
nanotexturing with SF6/O2 plasma. The conditions used for this study are summarized in Ta-
ble III.3 together with a schematic of the sample locations on the substrate electrode during the
process. SWS samples have been used and for each set of conditions two samples were introduced
in the chamber: one at the center of the electrode (sample A) and another one at approximately
5 cm from the center (sample B). It should be highlighted that in all experiments presented in this
chapter, the native oxide present at the surface of the c-Si substrate is not removed (e.g. by HF dip)
before the process.

Tab. III.3: c-Si nanotexturing process parameters used for study presented section III.1.1.c. Varied
parameters indicated by an asterisk. Schematic (to scale) of substrate electrode with sample locations

during process.

Input parameters Sample locations

G
a

se
s

*Pressure, Pr 30, 55, 100 mTorr
Nature SF6 + O2

*Total input flux 70, 140, 210 sccm
*SF6 content 34, 46, 57, 69, 80 %

Vo
lt

a
ge Signal basis freq., f0 13.56 MHz

# of harmonics, n 1 (single-freq.)
Nominal power, Pfwd 100 W

Su
b

st
ra

te
s Sample type SWS

Sample size 2×2 cm2

Temperature, TS 25 ◦C
Etching time, te 15 min

Single-frequency voltage excitation has been used, the etching time (15 min) and the substrate
temperature (25 ◦C) were kept constant, while various values of pressure, total incoming gas flux
and SF6 contents have been used. Finally, it should be noted that for this study the nominal power
(Pfwd = 100W, indicated by the generator) was set constant rather than the coupled power Pw (see
Equation (I.15) Chapter I).

Total hemispherical reflectance measurements were performed on the samples, in the wave-
length range [250,1250 nm] (full spectra not shown). The experiments aim to locate an adequate
baseline process for efficient c-Si surface nanotexturing: the optimization is therefore done di-
rectly by comparing “anti-reflection” performances. The effective reflectance, Reff, is therefore
computed in order to compare all the samples. By weighting the reflectance with the AM1.5g
solar irradiance spectrum (see Equation (I.29), Chapter I), this single parameter characterizes the
average decrease of reflectance achieved from nanotexturing that is relevant for photovoltaic ap-
plications.

All results are shown in the graphs of Figure III.4: absolute values of Reff are given in the top
line graphs while bottom line graphs show the relative difference between sample A and B. As a
reminder, unetched SWS samples have an effective reflectance of 21.6%.
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Evolution of effective reflectance. The top graph Figure III.4(a) shows the influence of the SF6

content on the effective reflectance at a constant pressure of 30 mTorr for three values of total in-
put gas flux. A clear minimum of reflectance is found: for 70 sccm gas flux, the minimal value is
attained at an SF6 content of 47%, with Reff = 8.1% for sample A (5.5% for sample B). If the SF6 con-
tent is decreased to 35%, Reff is almost similar as the unetched sample (around 20%). Increasing
the SF6 content also leads to increased effective reflectance: remarkably, for the highest SF6 con-
tent (80%) Reff reaches values much higher than the unetched sample (29.4 and 31.5% for sample
A and B respectively), a phenomenon attributed to the smoothing of the surface during etching.

A similar behavior is found when the gas flux is increased to 140 or 210 sccm, except the opti-
mum SF6 content is shifted to 57%, and the lowest reflectance is found for sample B (around 3.0%
for both values of total gas flux). From the available data, this shift in optimum SF6 content as
a function of the total gas flux is possibly only “apparent”: more experiments would be needed
(with intermediate SF6 contents) to confirm that an actual shift in exists, which would be due to a
different gas residence time in the reactor.

The existence of an optimum SF6 content is interpreted as a result of the required balance
between c-Si etching (by fluorinated species) and passivation layer formation acting as etch in-
hibitor (in the form of SiOxFy species, created due to the presence of oxygen). Around the opti-
mum SF6 content, a certain balance between etching rate and passivation layer formation rate
is achieved, and SiOxFy species act as a micro-mask leading to the formation of nanostructures,
as discussed in Chapter I, section I.2.1. Above the optimum SF6 content, the process shifts to an
“over-etching regime”: the etching rate is too high for the micro-masking passivation layer to be
efficiently formed on the surface. In contrast, below the optimum, the process reaches an “over-
passivating regime”: the passivation layer formation is promoted due to a large density of O* rad-
icals and etching inhibited on most of the surface. At both extremes, formation of nanostructures
is therefore prevented.

Fig. III.4: Influence of (a) SF6 content and (b) pressure on the effective reflectance, Reff, for samples A and
B (top row), and inhomogeneity between the samples (bottom row), obtained for various conditions of

total input gas flux. Lines shown as guides to the eye.
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In the top graph Figure III.4(a) a significant difference in Reff is observed in some cases be-
tween samples A and B, which were simultaneously processed but placed at different locations
on the radius of the electrode. For a better visualization of this difference, the bottom graph (in
the same figure) shows the “non-uniformity” of texturing, quantified by the relative difference
(Reff,A −Reff,B)/Reff,A. It is interesting to notice that for the optimum SF6 content (leading to the
lowest Reff values, i.e. 46% for 70 sccm gas flux and 57% for 140 or 210 sccm) the reflectance of
sample B is much lower (30 to 55%rel) than for sample A. For all other cases, both samples either
have a similar reflectance, or the situation is reversed (sample B is more reflective).

The pressure of 30 mTorr is the lowest accessible value with the RIE setup in process condi-
tions. For the optimum points in SF6 content obtained at 70 and 210 sccm total input flux, ad-
ditional tests were performed at a higher pressure (55 and 100 mTorr) and results are shown in
Figure III.4(b). At an SF6 content of 57% (total gas flux of 210 sccm), raising the pressure from 30
to 55 mTorr little affects Reff (+1.6%abs for sample A and +0.3%abs for B), but a further increase to
100 mTorr significantly increases Reff (+9.4%abs for sample A and +7.2%abs for B). A quantitatively
similar behavior is found at an SF6 content of 46% for an input flux of 70 sccm, except for sample
B obtained at 55 mTorr which has a slightly lower reflectance (-1.1%abs) compared to the result at
30 mTorr. It therefore appears that, globally, the lowest reflectance results are obtained for samples
processed at the lowest discharge pressure available.

Regarding the influence of the pressure on relative differences between the samples, it is ob-
served that for all conditions in Figure III.4(b) Reff is much lower (from -30 to -60%rel) for sample
B than for sample A. A large non-uniformity in the process conditions along the radius of the elec-
trode is therefore demonstrated, and is possibly linked to the non-uniform ion flux revealed in
Chapter II for similar plasma conditions. A more detailed study of this possible effect will be car-
ried out in sections III.2 and III.3 of the present chapter.

Evolution of self-bias voltage. While the nominal power Pfwd was kept constant for all the afore-
mentioned experiments, it is interesting to have a look at the values of self-bias voltage, which may
give a first indication on a possible effect of ion bombardment energy. Values are displayed in the
graphs of Figure III.5 for the explored conditions.

It is first observed in Figure III.5(a) that regardless of the total input gas flux, VDC decreases
(in absolute value) when the SF6 content is increased: in the 70 sccm case, the self-bias voltage
goes from −193 V at an SF6 content of 34%, to −142 V at 80% of SF6. This effect has already been
observed in the previous chapter and comes from an increase in electronegativity of the discharge:
the ratio of positive ions to electrons increases, leading to a rise in self-bias voltage and a decrease
in applied VPP (not monitored here) required to obtain the nominal power. Moreover, a small
increase of VDC is observed (SF6 content of 57 or 69%) when the total input flux is increased, maybe

Fig. III.5: Influence of (a) SF6 content and (b) pressure on the self-bias voltage measured in process
conditions used for nanotexturing (conditions displayed in Table III.3). Lines shown as guides to the eye.
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due to a change in electronegativity induced by different gas residence times for SF6 and O2.
Increasing the pressure at a given SF6 content and total input flux also leads to a decrease in

|VDC|, as shown in Figure III.5(b). For instance, at an SF6 content of 57% and a gas flux of 210 sccm,
the self-bias voltage goes from −177 V at 30 mTorr to −90 V at 100 mTorr. This effect was already
observed in Chapter II and is also due to an increased discharge electronegativity: with higher
pressure, the electron energy drops and attachment reactions are favored.

From these observations, the influence of VDC at different values of SF6 content cannot be
linked to differences (and notably the existence of an optimum) in the final effective reflectance for
the processed samples. In contrast, the decrease in |VDC| (and therefore of ion bombardment en-
ergy) when increasing pressure could partially explain the simultaneous increase in Reff although
this hypothesis will require further investigations (see section III.3.2.a of the present chapter).

Baseline recipe. Obviously, more experiments would be required to identify an absolute opti-
mum for nanotexturing (in terms of lowest Reff) according to the three process parameters already
investigated, namely SF6 content, total input gas flux and discharge pressure. However, multiple
other effects have to be investigated as well, e.g. the effect of discharge power or the etching time.
For this reason, a baseline process is chosen at this point, with the parameters listed in Table III.4.
Notice that it was later determined that the actual coupled power in these conditions is Pw = 55W
(for a nominal power Pfwd = 100W indicated by the generator).

Tab. III.4: Baseline process parameters for SF6/O2 nanotexturing of c-Si in the RIE setup.

Baseline process parameters

Gases

Pressure, Pr 30 mTorr to 1 Torr
Nature SF6 + O2

Total input flux 140 sccm
SF6 content 57 %

Voltage excitation

Signal basis frequency, f0 13.56 MHz
Number of harmonics, n 1 (Single-frequency)
Coupled power, Pw 55 W (Pfwd =100 W)

Substrate Temperature, TS 25 ◦C

The reflectance spectra of samples (2×2cm2 SWS c-Si) processed with this baseline recipe for
15 min to samples are shown in Figure III.6 together with the measurement for a reference sample
and the solar photon flux according to standard AM1.5g. A drastic decrease of reflectance is ob-
served for samples A (placed at the center of the electrode) and B (around 6 cm from the center),
in the range 250 to 1180 nm approximately. Above this value absorption drops (since the pho-
ton energy becomes lower than the optical band gap of c-Si) and the reflectance remains almost
unchanged.

As previously highlighted, with this recipe, the reflectance of samples placed at different loca-
tions on the radius of the electrode is different and sample B shows a promising result. The total
hemispherical reflectance of this sample lies below 3% in the range from 460 to 1010 nm, demon-
strating a broadband anti-reflection property obtained by SF6/O2 plasma nanotexturing. In ad-
dition, these wavelengths also correspond to the range of highest photon flux in the global solar
spectrum (average of 3.92×1018 s−1 ·m−2 ·nm−1, corresponding to a photogenerated current den-
sity around 35 mA ·cm−2, if fully absorbed). Overall, the effective reflectance of sample A is only
3.1%, i.e. 86%rel lower than the initial surface.
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Fig. III.6: Reflectance spectra of unetched SWS surface and 15 min textured samples (baseline process,
Table III.4), with AM1.5g photon flux spectrum.

III.1.2 Dynamic Aspects of Nanotexturing

Samples of all four types of wafers were nanotextured using the conditions summarized in Ta-
ble III.5. Multiple processing times were used in order to gain insight into the formation of the
nanostructures and the effect of the preexisting micro-morphology on their evolution. Selected
values for the process times, te, were 2, 5, 10, 15, 30 and 75 min.

Tab. III.5: c-Si nanotexturing process parameters used for study presented section III.1.2. Varied
parameters indicated by an asterisk. Schematic (to scale) of substrate electrode with sample locations

during process.

Input parameters Sample locations

G
a

se
s

Pressure, Pr 30 mTorr
Nature SF6 + O2

Total input flux 140 sccm
SF6content 57 %

Vo
lt

a
ge Signal basis freq., f0 13.56 MHz

# of harmonics, n 1 (single-freq.)
Power, Pw 55 W

Su
b

st
ra

te
s *Sample type SWS, DWS, DSP, LPD

Sample size 2×2 cm2

Temperature, TS 25 ◦C
*Etching time, te 2, 5, 10, 15, 30, 75 min

Photographs of a set of samples are shown in Figure III.7. First, large differences in unetched
samples are observed: SWS, DWS and LPD samples show diffused reflectance, in contrast with
DSP samples where specular reflectance is dominant. Diagonal sawing marks are especially seen
on the unetched DWS sample. A dramatic change in visual appearance is then seen for 5 min
textured samples: a “darkening” is observed, although the visual effect of the initial surface finish is
still distinguishable. After 15 min, differences are still observed with the naked eye, but the samples
appear similarly (and uniformly) black in the picture.
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Fig. III.7: Photographs of four types of samples without texturing (top row) and after various RIE etching
times (5 and 15 min). Notice the visible diagonal sawing marks on unetched DWS sample, as well as the

specular reflection (IPVF logo) on the unetched DSP sample. 2×2cm2 samples (scale only shown on
bottom line).

III.1.2.a Nanostructure size evolution and dependence on initial surface state

SEM images of the processed samples are shown in Figure III.8. It can be seen – in the inset images
for nanotextured LPD samples – that the nanostructures resemble cones, with an apex angle of
roughly 45° (determined from side-view SEM images, not shown here).

Nanostructures appear rapidly after the beginning of the plasma process (nanostructures are
already observed after only 2 min). The typical nanostructure size then continuously increases
with processing time. They develop through the etching of the surrounding c-Si, so the result-
ing nanostructures are the negative shape of the etched volume. On DSP wafers, where the initial
roughness is very low, the nanocones are vertically oriented and uniformly distributed. In contrast,
nanostructure formation on SWS and DSP wafers is clearly influenced by the initial roughness; a
less uniform distribution of sizes and slopes can be observed. Moreover, in the deep grooves of the
SWS wafers, the growth of nanostructures seems to be hindered. On DWS samples, nanocones are
aligned along the grooves, and they appear larger on the top of the grooves than on the bottom.
Finally, it is noted that the shapes of the nanostructures become more complex as the process-
ing time is increased. In particular, the cone-like structures seen after 15 min of etching exhibit
multiple ridges on their sides.

The average nanostructure width,ΛNS, has been computed for all nanotextured samples from
series of top-view SEM images according to the method described in section I.2.4.b Chapter I. Fig-
ure III.9(b) shows the evolution of ΛNS with etching time for the four different initial surface con-
ditions. Values of ΛNS very little depend on the initial surface finish of the wafer. After 2 min of
etching, ΛNS is about (46±6) nm for all samples, and it increases with etching time following a
scaling lawΛNS ∝ tγe , where te is the etching time and γ an exponent. Comparable behaviors have
been observed by several teams for c-Si surface roughening induced by plasma processes with
SF6 [18, 19], CF4/O2 [20], and Cl2 [21]. Note that the computation ofΛNS is influenced by the pres-
ence of the initial microstructure, especially on SWS wafers, once the size of the nanostructures
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Fig. III.8: Top-view SEM images of four types of samples before process and after various RIE etching times
(2, 10, 15 and 30 min). Inset images for the textured LPD samples are 40° off normal tilted views, magnified
3.5 times compared to the corresponding top views. Notice the different scales depending on etching time.
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induced by RIE is of similar scale. This effect is most likely responsible for an overestimation of
ΛNS for the SWS sample etched for 30 min. For the DSP samples, where the initial roughness is
negligible compared to the scale of the RIE induced textures, a value of γ = 1.3±0.1 is found (all
stated uncertainties represent 95% confidence limits).

Fig. III.9: Evolution of average nanostructure width,ΛNS, as a function of RIE etching time for the four
sample types.

The dynamic evolution of nanostructures is intimately linked to their formation mechanism.
While etchant reemission has been suggested as a possible cause for roughening [20], other ex-
perimental investigations support a mechanism linked to the formation of a passivation layer,
e.g., “soft” etch-inhibitors such as SiOxFy species [22, 23], as previously mentioned, or to the pres-
ence of “hard” etch-inhibitors due to contamination from the reactor redepositing on the c-Si
surface [19]. A recent study [24] successfully simulated the empirical dynamic evolution of black
silicon by considering the formation of a passivation layer and the balance between its growth
and etch rates. However, the observed scaling behavior is insufficient to definitively assess the
nanostructure formation mechanism.

Nevertheless, the similar trends observed in Figure III.9(b) for all types of samples show that
the initial topography on these samples has little impact on the length scales of the nanostructures.
However, the initial microstructure of the SWS, DWS, and LPD samples is still observable in the
SEM images of the samples for etching times below 30 min. A dual-scale structure is present and
will affect their optical properties.

III.1.2.b Hemispherical reflectance evolution

Figure III.10 shows the evolution in the reflectance spectra of the four sample types during etch-
ing. The reflectance of the front surface of the c-Si samples is observed to strongly decrease with
the formation of the nanostructures in the wavelength range [250,1100 nm]. For the samples pro-
cessed 2 or 5 min, it is clear that the reflectance reduction is stronger for shorter wavelengths, in
particular around λ0 ≈ 400nm. The particular case of the DWS samples still stands out: after just
2 min etching, a strong decrease of reflectance is observed together with the reappearance of the
Van Hove features. This phenomenon is attributed to the removal of the thin amorphous silicon
layer which covered the surface, as previously discussed.

At 10 or 15 min of etching, the reflectance has dropped below 10%abs in the wavelength range
[330,1000 nm] for all samples, while an asymptotic behavior appears to be reached after 30 min.
After 75 min etching, the reflectance is similar (around 2%abs in the range [500,1000 nm]) for all
the samples, showing that the influence of the initial microscale roughness on the hemispherical
reflectance has vanished.

As explained in Chapter I, the optical properties of nanotextured surfaces can be interpreted
in terms of either a gradient refractive index layer or a multiple reflection effect. As a reminder,
for normal incidence, the effective medium layer effect can be used to qualitatively describe the
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reflectance of nanotextured surfaces provided the characteristic lateral size of the nanostructures,
hereΛNS is much smaller than the scaled wavelengthλ0/nSi (nSi is roughly 3.5 to 4 through most of
the wavelength range of interest). In this case, the black silicon layer acts as an intermediate layer
of graded refractive index between air and c-Si [25]. On the other hand, for very large nanostruc-
tures (compared to λ0/nSi), geometrical optics can be used to interpret the decreased reflectance
as the result of multiple reflections between the surface structures, leading to improved transmis-
sion of light to the c-Si.

Here, the gradient refractive index interpretation can be used to qualitatively interpret the
broadband anti-reflective behavior in the cases of 2 and 5 min etched samples, whereΛNS ≤ 100nm.
In order for a gradient refractive index layer to smoothly adapt the refractive index – and therefore
lower the reflectance, the layer depth (or in the case of nanotextured surfaces, the height of the
nanostructures) should be similar in the order of magnitude of the wavelength [26]. The height
of the nanostructures has not been characterized on these samples: however, for a given sample
(e.g. for 10 min etching), the stronger anti-reflective effect observed for shorter wavelengths is ex-
plained by a larger optical depth. This effect is more pronounced for DSP and LPD samples: for
SWS and DWS samples, the initial microscale roughness already leads to lower reflectance due to
multiple reflections.

For 10 and 15 min etched samples, ΛNS lies in the range [200,400 nm], and so the decrease of
reflectance cannot be appropriately described in terms of either gradient refractive index or mul-
tiple reflection effect. In particular, diffraction phenomena have to be taken into account and
iridescence is actually observable on the DSP samples. In addition, it should also be emphasized
that ΛNS represents an average over a distribution of sizes and does not inform on the nanostruc-
tures height, making the analysis more difficult as well.

Fig. III.10: Evolution of reflectance spectra (from 250 to 1250 nm) of samples having undergone different
RIE etching times.
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Finally, for samples etched for 30 or 75 min, the nanostructure average width reaches the mi-
crometer scale, so that for short wavelengths a geometrical optics approach can be used to inter-
pret the decreased reflectance in terms of multiple-reflections.

The effective reflectance, Reff, is computed for all the samples: Figure III.11 shows the evo-
lution of Reff as a function of the etching time. As expected, a monotonous decrease of Reff is
observed for all the samples: after only 2 min of process, Reff drops by 7% to 20%rel, and all curves
converge after 10 min around Reff = 7% showing that the nanotexturing is not as effective on SWS
samples that had the lowest initial reflectance. The decrease continues until 30 min, when Reff

stabilizes around 2 to 3% for all samples. It should be recalled that the nanostructures average
width continuously increases during the process (also between 15 and 75 min of process): it there-
fore appears that an optimum etching time around 15 to 20 min (corresponding to an average
nanostructure width ΛNS in the order of 300 nm) is sufficient to achieve excellent anti-reflection
properties in the whole wavelength range of interest for photovoltaic applications. A quantitative
interpretation of this optical behavior will be proposed in Chapter IV.

Fig. III.11: Effective reflectance evolution with etching time for four types of sample.
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III.2 Texturing Uniformity at Full Wafer Scale

Due to the previously identified non-uniformity in ion flux for the SF6/O2 baseline discharge (see
section II.3.3 Chapter II), and other possible sources of etching non-uniformity in CCP discharges
[27–29], it is of interest to verify that the process may be scaled-up to a full wafer, with a size rel-
evant for photovoltaic applications. Investigations have therefore been conducted with 6 inches
pseudo-square wafers (15.6 cm large with rounded-off corners and a 20 cm diagonal, as depicted
on the schematic in Table III.6). The total area of the wafer is thus around 240 cm2 (60 times larger
than the samples tested until now in the present work). These studies have been carried out with
the participation of Billal Faryssy, during his internship at the LPICM.

III.2.1 Initial Tests and Influence of SF6 Content

III.2.1.a Definition of optimization parameters

To properly analyze the following results, an appropriate method must be designed to give a global
characterization of nanotextured wafers and optimize the process. The premises of the chosen
scheme can be explained by a representative example: a 6” pseudo-square wafer was processed
with the conditions summarized in Table III.6 below (close to the baseline recipe identified in sec-
tion III.1.1.c). A schematic of the substrate electrode with the wafer is also supplied as illustration:
notice that two areas of the wafer were masked during the process to measure the etch depth,
although these results are not shown.

Tab. III.6: c-Si nanotexturing process parameters used for initial upscaling test. Schematic (to scale) of
substrate electrode with wafer location.

Input parameters Sample locations

G
a

se
s

Pressure, Pr 35 mTorr
Nature SF6 + O2

Total input flux 140 sccm
SF6 content 57 %

Vo
lt

a
ge Signal basis freq., f0 13.56 MHz

# of harmonics, n 1 (single-freq.)
Power, Pw Pw = 55 W

Su
b

st
ra

te
s Sample type DWS

Sample size 6” pseudo-square
Temperature, TS 25 ◦C
Etching time, te 20 min

A photograph of the wafer after processing is shown in Figure III.12(a): a significant non-
uniformity of the reflectance can be visually observed. Indeed, while the edges and corners of
the wafer (across a distance of approximately 1 to 3 cm depending on the location) look black, the
center of the wafer appears almost pristine. In-between these areas, a gradient of reflectance oc-
curs over a relatively short distance (in the order of 1 to 2 cm). These visual observations and the
SEM images supplied in Figure III.12(a) demonstrate that black silicon nanostructures (with effi-
cient anti-reflective properties) are formed at the edges and corners of the wafer but absent in the
central area. In addition, it appears that the areas where black silicon is formed roughly respect
the symmetries of the wafer: this observation confirms that the discharge properties also comply
with these symmetries.

The upscaling tests aim at obtaining a uniform reflectance over the whole wafer area, and the
optimization will therefore be exclusively done according to spectrophotometric measurements.
However, these measurements are local by nature as only a small area (here around 18 mm2) is
probed by the measurement beam. Therefore, due to the observed symmetries and to avoid time-
consuming measurements, the choice has been made to only perform characterizations along
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half of a diagonal for all processed wafers. An example of effective reflectance profile obtained
by this method is shown in Figure III.12(b). Although not representative of the whole wafer area,
the proposed measurement procedure is adequate for the process optimization carried out in this
study.

Fig. III.12: (a) Photograph of 6” pseudo-square wafer (and SEM images from center and corner) processed
for 20 min with: Pw = 35W, Pr = 35mTorr, SF6/O2 gas flux: 140 sccm (57 % SF6). Red rectangles show

approximate size (around 6×3 mm2) and positions of light spots during spectrophotometric
measurements, leading to the effective reflectance profile shown in (b).

Comparison between different wafers are then made according to two global parameters: first,
the “profile averaged” reflectance, R̄eff, is calculated from the local effective reflectance values ob-
tained along the diagonal of the wafer (parametrized by the coordinate x – origin at the center of
the wafer). Due to the non-uniform sampling of Reff(x), R̄eff is computed as:

R̄eff =
1

xN

N∑
i=0

Reff(xi+1)+Reff(xi )

2
(xi+1 −xi ) (III.1)

where N is the number of measurements in the profile and xi the distance from the center of the
wafer (notice that in Equation (III.1) we assume x0 = 0mm and Reff(x0) = Reff(x1), i.e. the value
at the center of the wafer is approximated by the closest measurement). Obviously, a minimal
reflectance over the entire wafer (i.e. minimal R̄eff) is here sought.

Next, a global parameter to quantify the uniformity of the effective reflectance must be cho-
sen. Several possible quantifications exist: their relevance depends on the requirements of the
envisioned application. For photovoltaic applications, in addition to the need for a low R̄eff, large
absolute deviations of Reff across the wafer need to be avoided. At least two reasons can be in-
voked: (i) it would be visible with the naked eye – an important criterion for solar cells; (ii) it would
most probably come from large variations in surface morphology (at the nanoscale) across the
wafer and therefore hinder uniformity in subsequent processes (e.g. deposition of passivation lay-
ers). From this analysis, the maximal absolute deviation (M AD) to R̄eff is therefore selected, and
expressed by:

M AD = max
i∈[1,N ]

|Reff(xi )− R̄eff| (III.2)
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For the previously shown wafer the results are: R̄eff = (23.5±1.0)% and M AD = (22.5±1.0)%,
values also illustrated in Figure III.12(b). Obtaining such a high average reflectance and an M AD
in the same order of magnitude successfully summarizes that the tested process is not suitable for
upscaling to 6” pseudo-square wafers in the RIE reactor.

III.2.1.b Influence of SF6 content

The behavior observed in the initial upscaling test (center-high profile of reflectance) is analog
to a “bull’s eye” effect described for c-Si etching experiments, where the etch rate monotonically
increases from the center to the edge of the wafer [27, 28, 30].

In these cases, the presence of a large wafer (i.e. a large etchable area) has been shown to
especially induce large gradients of neutral etchants in the plasma: fluorine is largely depleted at
the center of the discharge compared to the edges of the wafer. The interpretation is made more
complex in the case of nanotexturing due to the presence of additional oxygen that acts as an
inhibitor layer source.

The effect of the SF6 content in the input gas flux is therefore investigated. Additionally, this
parameter was especially identified (see section III.1.1.c) to significantly influence the difference
of final reflectance for 2×2 cm2 samples disposed at different locations on the radius of the elec-
trode. Notice that, however, the comparison with these experiments is made difficult due to the
large difference of “macro-loading”: with two 2×2 cm2 samples, less than 2% of the electrode area
is covered by (etchable) c-Si, while almost 75% is covered with a 6” pseudo-square wafer.

In a first series of tests, several wafers are therefore processed with various SF6 contents (from
50 to 69%), all other conditions are kept identical as in Table III.6. Results of reflectance measure-
ments are shown in Figure III.13. It is directly seen from the reflectance profiles in Figure III.13(a)
that relatively small variations of SF6 content are responsible for dramatic evolutions of the re-
flectance map. For an SF6 content between 50 and 60%, the nanotexturing process is only effi-
cient (in terms of anti-reflection) at the edge of the wafer where the effective reflectance decreases
as low as 1% (60% SF6 case). However, the central area of these wafers (up to a distance of around
40 to 60 mm from the center) shows a much higher value (between 27 and 34% for an SF6 content
of respectively 60 and 50%). Consequently, the average reflectance value R̄eff for these wafers is
comprised between 20 and 30%, as seen in Figure III.13(b).

Fig. III.13: (a) Effective reflectance profiles obtained on the diagonal of the wafers after 20 min process
with different SF6 contents. (b) Corresponding “profile averaged” effective reflectance and (c) maximal

absolute deviation from R̄eff vs SF6 content. Constant parameters: Pr = 35mTorr, Pw = 35W, input gas flux:
140 sccm.
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Quite unexpectedly, a further increase to 64% of SF6 leads to a much lower R̄eff (around 2%),
and a maximal absolute deviation, M AD , of less than 1%, as seen in Figure III.13(c). The cor-
responding profile is indeed much more promising: despite some undulation, the reflectance is
very uniform over the whole diagonal of the wafer. This result seems to be close to an optimum
as R̄eff and M AD increase again when going to 69% SF6 in the input gas. However, it is interesting
to notice that in this case, the reflectance shows a maximum around 7 cm and decreases towards
both the center and the edge.

In order to interpret these results, one must recall that, as explained in section III.1.1.c, the
formation of nanostructures is the result of a competition between c-Si etching (by fluorinated
species), local inhibitor layer formation (of type SiOxFy formed due to the presence of oxygen)
and sputtering of the inhibitor layer by ions. A possible interpretation for the obtained results
with different SF6 contents therefore comes from the previously suggested hypothesis of reactive
species depletion at the wafer center, where the c-Si substrate acts as a sink for etchants. For this
qualitative analysis, the ion bombardment conditions (in terms of flux and energy) are supposed
to be constant for all SF6 contents and across the electrode: any possible radial variation of the ion
flux, as demonstrated in Chapter II, is neglected for now. This hypothesis is supported by the fact
that only relatively low variations of VDC (below 10%rel) have been observed for the considered SF6

content range (50 to 69% SF6).
Variations in ion bombardment being neglected, the etching rate and the inhibitor layer for-

mation rate are assumed to only depend on the local density of neutral species (either etchant or
inhibitor forming species). Under these assumptions, the formation of nanostructures only de-
pends on the local ratio between fluorine and oxygen neutral densities.

Regarding now the results obtained at the lowest value of SF6 content (50%): nanotexturing
only occurs close to the wafer edges, and it is concluded that, in this area, the adequate balance
between fluorine and oxygen neutrals densities is achieved and nanostructures formed. Mean-
while, fluorine is highly depleted in the center of the wafer so that the passivation layer covers
most of the surface and etching is almost fully inhibited. If the SF6 content is continuously in-
creased, the fluorine depletion is gradually compensated, and texturing becomes more and more
efficient at the wafer center. Fortunately, at an SF6 content of 64%, the conditions for texturing
are met on the whole surface of the wafer: the densities of fluorine and oxygen (as well as their
ratio) may not be completely uniform, but enough for the full surface to be exposed to conditions
adequate for texturing.

The observed reflectance profile at an SF6 content of 69% (with a maximum of reflectance
located at around x = 7cm from the wafer) is more difficult to interpret. One possibility could
come from simultaneous variations of the O* and F* species density along the electrode radius: it
is conceivable that both evolve in a manner such that the center and the edges of the wafer are
simultaneously in a regime adequate for texturing, while some inner area is in a slightly shifted
regime.

III.2.2 Uniform Final Reflectance, Non-uniform Process Conditions

III.2.2.a Dynamic evolution

Additional tests have been performed with the best recipe for upscaling identified in the previous
section, using different process times (1, 5, 10, 20 and 30 min): Pw = 35W, Pr = 35mTorr, 140 sccm
SF6/O2 input gas flux (with 64% SF6 content). Reflectance results are first shown in Figure III.14.

For an etching time of 1 or 5 min, center-high profiles of reflectance are again observed, Fig-
ure III.14(a): for 1 min, the effective reflectance barely decreases in the center of the wafer (-1.1%abs

compared to the unetched wafer), while a large drop is observed at the extreme edge (-14.4%abs),
with a monotonic profile in-between. Consequently, the average reflectance is high R̄eff = 32.5%,
with a large maximal absolute deviation of M AD = 9.5% – see Figure III.14(b,c). When increas-
ing the process time to 5 min, the reflectance continues to drop on the whole wafer, and becomes
almost uniform over a distance of 5 cm at the edge: both R̄eff and M AD significantly decrease.
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Fig. III.14: (a) Effective reflectance profiles obtained on the diagonal of the wafers after different process
times. (b) Corresponding “profile averaged” effective reflectance and (c) maximal absolute deviation from
R̄eff vs etching time. Constant parameters: Pr = 35mTorr, Pw = 35W, input gas flux: 140 sccm (64 % SF6).

After 10 min of process, the reflectance profiles become almost flat, although a small “wavi-
ness” can be observed. Therefore, M AD reaches a lower plateau with a value around 1%. Mean-
while, the average reflectance of the wafer continues to decrease, reaching R̄eff = (2.0±1.0)% after
30 min: a photograph of the wafer is supplied as illustration in Figure III.15. These observations
confirm that while the final effective reflectance may be almost uniform (after 10 to 30 min of pro-
cess), the nanotexturing conditions are not uniform and leading to different “rates” of Reff decrease
at the center and edge of the wafer.

A closer look at the nanostructures formed at the center and the edge of the processed wafer
is then revealed using scanning electron microscopy images (approximate locations where the
images were taken are shown by green circles in the picture of the 30 min processed sample, Fig-
ure III.15). Both top and cross-section view images are taken to assess the average nanostructure
width and height. Results and selected SEM images are supplied in Figure III.16 (notice missing
data for 1 min case: nanostructures could not be observed by SEM at the wafer center).

At the wafer center, the average nanostructure height and width, shown in Figure III.16(a,b),
increase almost linearly with time, up to values of ΛNS = (94±6)nm and HNS = (560±30)nm.
Meanwhile, the evolution of nanostructures formed at the edge of the wafer is significantly dif-
ferent compared to the center: wider structures are obtained for etching times below 10 min, at
which pointΛNS achieves a plateau value (around 70 nm). In contrast, HNS steadily increases with
values continuously higher (between 100 and 200 nm taller) than the results found at the wafer
center, until an etching time of 30 min where both trends converge (within uncertainties).

SEM images in Figure III.16(c) show that, in addition to differences in size, the morpholo-
gies of nanostructures observed at the two investigated areas on the wafer appear very different.
“Cone-shaped” structures are formed at the wafer edge, similarly to observations made in sec-
tion III.1.2.a, the nanocones being closely packed but “disconnected” from each other and dis-
tributed in pseudo-random location (except when formed on protruding saw marks where they
are aligned). In contrast, nanostructures formed at the wafer center resemble interconnected ver-
tical “walls,” with some also following the orientation of the saw marks. Despite these differences,
both areas have a similar effective reflectance since, as it has been previously highlighted, this
property especially depends on the nanostructures height (this link will be further explored in
Chapter IV).
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Fig. III.15: Photograph of 6” pseudo-square wafer processed for 30 min with Pw = 35W, Pr = 35mTorr,
140 sccm SF6/O2 input gas flux (with 64 % SF6 content). Red rectangles show approximate size (around
6×3 mm2) and positions of light spots during spectrophotometric measurements. Green circles show

approximate areas where SEM images are taken.

Fig. III.16: Evolution of (a) average nanostructure width and (b) average nanostructure height versus
etching time at the center and edge of the wafers. (c) Selected SEM top view images (cross-section views in

insets) for a process time of 5 and 30 min.

118



III. SELF-ORGANIZATION AT THE NANOSCALE DURING SF6/O2 ETCHING

III.2.2.b Other possible sources of nanotexturing non-uniformity

The important differences in the dynamic evolution of the surface and optical properties between
the center and the edge of the wafer demonstrate that significant variations in the plasma-surface
interactions occur across the wafer surface. Several possible sources of non-uniformity can still
be (non-exhaustively) enumerated – see list below, as well as propositions to test and mitigate
them. Notice that these possible sources are introduced by the presence of the wafer, and come
in supplement to the effects affecting the discharge (without a substrate), already suggested in
Chapter I.

• Gradient of neutral species density: this possibility was discussed in section III.2.1.b to ex-
plain the difference in effective reflectance profiles obtained for different SF6 contents in
the input gas flux. Despite the final uniform effective reflectance obtained with this plasma
recipe, this hypothesis is still valid, and simulation models for the discharge could help iden-
tify such non-uniformities.

• Ion-flux non-uniformity: an important radial variation of the ion flux on the substrate elec-
trode was demonstrated in Chapter II: this phenomenon was observed with an empty cham-
ber (no substrate) but may still occur when introducing a wafer in the chamber. Assuming
that the total ion flux has an influence on the nanostructures formation, it could explain the
difference in nanostructures obtained at the center and edge of the wafer: this phenomenon
will actually be confirmed in section III.3 (although it cannot be definitively concluded that
it is the main source of non-uniformity observed in the current study).

• Gradient in wafer temperature: the wafer is not clamped to the substrate electrode and the
thermal contact conductance may therefore be poor. A large variation of temperature (with
a maximum at the wafer center) could lead to non-uniform nanotexturing since the process
has been shown dependent on the substrate temperature (as discussed from literature, sec-
tion III.1.1.a). A clamping system, associated to a more efficient cooling, could help reduce
this possible temperature gradient.
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III.3 Influence of Ion Flux and Ion Energy on Nanotexturing

The important role of ion flux (and its energy distribution) in plasma etching processes is quite
well-documented, as well as the underlying physicochemical phenomena, discussed in Chapter I
(see section I.1.4.b). In contrast, the influence of ion flux and energy in the particular case of nan-
otexturing of c-Si using SF6/O2 plasma has mostly been investigated through variations in process
“control knobs” such as the power or the DC bias voltage [2, 4, 7, 31, 32].

Previous investigations on the SF6/O2 discharge, reported in Chapter II, have shown that both
the total ion flux and the ion flux energy distribution on the powered electrode can be tuned by
tailoring the excitation voltage waveform. Additionally, the presence of a non-uniform ion flux
profile along the radius of the electrode further widens the range of ion flux values that can be
probed. Taking advantage of both the “extended playground” and the non-uniform ion flux pro-
file, the influence of the ion flux and ion energy on plasma-surface interaction can therefore be
identified, and it is the objective of the following study.

III.3.1 Influence of Ion Flux

III.3.1.a Ion flux non-uniformities

The spatial non-uniformity of the ion flux has been assessed with the following conditions (cor-
responding to the study from Chapter II): Pw = 25W, Pr = 30mTorr, 105 sccm total incoming gas
flux (57% SF6). It has in particular been shown that, regardless of the tested excitation waveforms,
the ion flux varies in a large range along the radius of the electrode (with an edge-high profile).
The center to edge variation in ion flux is as high as a factor three in the RF case, as seen in Fig-
ure III.17(a) (data from Chapter II shown again for clarity, notice the ion flux scale is now expressed
in [ions ·cm−2 · s−1]), while it is lower when using TVWs: between 1.6 for sawtooth-up and 2.5 for
sawtooth-down waveforms. In contrast, the distribution in energy of the ions, and in particu-
lar Eavg is constant (within the uncertainties) along the electrode radius in all conditions, Fig-
ure III.17(b). The highest values (around 56 eV) are obtained for the RF case. The average energy
is lower (around 44 eV) for sawtooth-up waveforms, and lowest (around 32 eV) for sawtooth-down
waveforms.

Silicon samples have been processed for various times in the same conditions (summarized
in Table III.7) that were used for the ion flux energy distribution functions (IFEDF) measurements.
For each condition, 2×3 cm2 c-Si samples were placed along a radius of the powered electrode, as
shown in the schematic Table III.7, at the same locations as the IFEDF measurements, i.e. at the
center of the electrode or at a distance of 2.5, 5 and 7.5 cm from the center.

Fig. III.17: (a) Ion flux and (b) average ion energy profiles on the substrate electrode for three types of
excitation voltage waveforms. Constant parameters: Pw = 25W, Pr = 30mTorr, SF6/O2 total incoming gas

flux: 105 sccm (SF6 content of 57 %). Data shown previously in Chapter II, recalled here for clarity.
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Tab. III.7: c-Si nanotexturing process parameters used for study presented section III.3.1. Varied
parameters indicated by an asterisk. Schematic (to scale) of substrate electrode with sample locations

during process and positions of IFEDF measurements – carried out in the absence of substrates.

Input parameters Sample locations
G

a
se

s

Pressure, Pr 30 mTorr
Nature SF6 + O2

Total input flux 105 sccm
SF6 content 57 %

Vo
lt

a
ge Signal basis freq., f0 13.56 MHz

*# of harmonics, n 1 (single-freq.), 3 (TVWs)
Power, Pw 25 W

Su
b

st
ra

te
s *Sample type DSP, LPD

Sample size 2×3 cm2

Temperature, TS 25 ◦C
*Etching time, te 3, 5, 10, 20, 40 min

Four LPD and three DSP samples were etched simultaneously (for each set of conditions),
obviously only one sample (LPD) could be placed at the center of the electrode. LPD samples
were then characterized by SEM and spectrophotometry (measurement of total hemispherical
reflectance spectrum). The etched thickness, d , is measured by stylus profilometry on the DSP
wafers only. Indeed, due to the initial roughness of the LPD samples (root mean square rough-
ness of 0.8µm measured by confocal microscopy), reliable estimates of the etched depth cannot
be obtained by stylus profilometry.

Due to this constraint, two additional assumptions are made: (i) the properties of the discharge
are axisymmetric because of the cylindrical geometry of the chamber, i.e. at a given distance, r ,
from the center, the process conditions (ion flux and ion energy in particular) are assumed con-
stant; (ii) the texturing process leads to the same removal of material on the LPD and DSP samples.
Both assumptions are in particular supported by the study presented in section III.1.2: no differ-
ence in the evolution of the nanostructures has been observed depending on the sample initial
surface finish on samples disposed at different positions on the electrode but at the same distance
from the center.

III.3.1.b Ion fluence

As in the study of section III.1.2, the evolution of the nanostructure width and surface effective
reflectance are first characterized for all samples and plotted versus process time in Figure III.18,
here distinguishing the various samples positions (on the substrate electrode) and the excitation
waveforms.

Regarding the evolution of the nanostructures average width, it should first be highlighted
that nanostructures appear on all samples, independent of the excitation voltage waveform and
the sample position on the substrate electrode (notice, however, that in the case of RF excitation
and 3 min of etching, a reasonable estimate ofΛNS could only be obtained for one of the samples).
Moreover, the trends are all qualitatively similar, as seen in the top row of graphs Figure III.18:
the nanostructures average width is estimated to be in the range 40 to 55 nm for the lowest tested
etching time, and it then increases when the process duration is increased. Significant differences
in the “growth rate” of the nanostructures are observed depending on the location of the samples
during the process: the rate is highest for the samples located at 7.5 cm from the center of the
electrode, and lowest for the samples placed at 0 or 2.5 cm from the center. In addition, differences
depending on the excitation waveform also appear: the highest nanostructure growth rate is found
for RF excitation while the lowest value is obtained for sawtooth-down excitation. Interestingly,
the differences inΛNS for different sample locations (and at a given etching time) are lowest in the
case of sawtooth-up waveform. Finally, another peculiar behavior is observed for sawtooth-down
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Fig. III.18: Evolution of nanostructures average width,ΛNS (top graphs), and effective reflectance, Reff

(bottom graphs), versus time for different sample positions and excitation voltage waveforms. Constant
parameters: Pr = 30mTorr, Pw = 25W, SF6/O2 incoming gas flux: 105 sccm (SF6 content of 57 %).

excitation: while the nanostructures average width seems to grow almost linearly with time on
the sample located at 7.5 cm, an apparent “delayed onset” seems to occur for the other positions:
the nanostructures average width is almost constant (around 40 to 50 nm) between 5 and 20 min,
before a sharp increase after 40 min etching.

A very similar discussion can be made for the evolution of the effective reflectance with the
process time – except the trends are here decreasing, as shown on the bottom row of graphs Fig-
ure III.18. Indeed, for all conditions, Reff steadily decreases with the etching time, and compar-
isons between various sample positions and waveform excitations are totally analogous to the
analysis made forΛNSṪhis behavior is not surprising as a clear (negative) link between nanostruc-
tures average width and reflectance has previously been demonstrated.

In fact, all measurements are consistent with a prominent influence of the total ion flux, φtot,
on the development of the nanostructures (and therefore on the effective reflectance): the higher
the flux, the faster the nanostructures grow (and the faster the reflectance decreases). The ion
fluence,Φ, therefore seems to represent an representative global parameter to give a phenomeno-
logical model of the nanostructure evolution, with:

Φ= teφtot = te

∫ Emax

0
φE (E)dE (III.3)

where te is the etching time, φE is the IFEDF and Emax is the maximal ion bombardment energy.
Results forΛNS, HNS, d and Reff are shown versusΦ in Figure III.19.

As expected, clear trends seem to appear from the graphs in Figure III.19, however, for the sake
of the demonstration, only qualitative behaviors will be analyzed in this section, a more complete
discussion of the quantitative trends will be given in section III.3.2.b.
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Fig. III.19: Evolution of (a) nanostructures average width and (b) height, (c) effective reflectance and (d)
etched depth as a function of ion fluence for different excitation voltage waveforms. Dashed lines in (c)

show linear fit of the data points for the three types of voltage excitation. Constant parameters:
Pr = 30mTorr, Pw = 25W, SF6/O2 incoming gas flux: 105 sccm (SF6 content of 57 %).

Growth of the average lateral and vertical nanostructure dimensions with the ion fluence –
respectively shown in Figure III.19(a) and (b) – is first observed. Values forΛNS are somehow scat-
tered around a general upward trend. In contrast, the average height of the nanostructures, HNS,
clearly follows a linear increase with the ion fluence. For both nanostructures dimensions (ΛNS

and HNS), separate tendencies seem to emerge for each excitation type: in particular, at a given
value of ion fluence, sawtooth-down voltage excitation leads to smaller (both in width and height)
nanostructures than RF or sawtooth-up voltage excitation.

In addition, Figure III.19(c) also shows the evolution of the etched depth, d , with the ion flu-
ence. Here, linear trends are observed for all three types of excitation: the etching yield only de-
pends on the type of excitation. Dashed lines in the same graph show the results of linear re-
gressions, leading to the following “average” etching yields values: 13.4 atoms · ion−1 for RF exci-
tation, 15.1 atoms · ion−1 for sawtooth-up voltage waveform, and 9.0 atoms · ion−1 for sawtooth-
down voltage waveform. Notice that the “average” etching yield values are probably overesti-
mated: indeed, and as it was pointed out in section I.1.3.c of Chapter I, the imperfect collection
efficiency of the RFEA used for IFEDF measurements leads to underestimations of the total ion
flux.

Finally, the evolution of Reff is shown in Figure III.19(d): the reflectance of the nanostruc-
tured c-Si surface steadily decreases when the ion fluence is increased. Samples etched in RF
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and sawtooth-up excitation conditions fall on a very robust trend. The reflectance of samples ob-
tained with sawtooth-down excitation, however, still seem to diverge from the other two cases. In
fact, this behavior is not surprising in view of the previous analysis of the nanostructures average
dimensions – Figure III.19(a,b): in the case of sawtooth-down waveforms and for a given ion flu-
ence, the values of ΛNS and HNS are lower compared to the two other cases. Indeed, as discussed
previously and in the wavelength range presently of interest, the total hemispherical reflectance
of nanostructured c-Si surfaces especially depends on the nanostructures dimensions. This rela-
tionship will be further investigated in Chapter IV.

From the analysis of the surface property change with ion fluence for the three investigated
types of waveforms, a possible explanation for the diverging trends comes from the ion energy.
Indeed, it should here be recalled that the average ion flux energy distribution is almost identi-
cal for each type of excitation voltage (regardless of the position of the sample on the electrode).
The following average energies were obtained for the three types of voltage excitation: 56 eV for
single-frequency waveform, 44 eV for sawtooth-up waveform, and 32 eV for sawtooth-down volt-
age waveform. The hypothesis of the importance of ion energy will be further explored in the next
section.

III.3.2 Energy Dependent Etching Yield

III.3.2.a Influence of ion energy

In order to distinguish the specific role of ion bombardment energy from the already discussed
important role of ion fluence, a few more experiments have been conducted. In particular, the
average ion energy obtained at a coupled power of 25 W is relatively low (Eavg below 60 eV for all
investigated excitation voltage waveforms). More tests are therefore added with single-frequency
RF excitation at a coupled power of 35 and 45 W. All other parameters are kept constant, i.e. the
total incoming SF6/O2 gas flux is kept at 105 sccm, with an SF6 content of 57%, and the pressure
set again to Pr = 30mTorr.

Ion flux energy distribution functions have been measured at the same positions on the sub-
strate electrode (center and at 2.5, 5 and 7.5 cm from the center). The total ion flux and average
ion energy are shown respectively in Figure III.20(a) and Figure III.20(b) (notice missing data for
the center of the discharge at Pw = 45W).

Similarly to the 25 W power case, an edge-high ion flux profile is observed at 35 and 45 W,
while relatively constant energy distribution (data not shown), and therefore average energy, are
found across the electrode. When increasing the coupled power from 25 to 35 and 45 W, the ion
flux profile experiences a small rise over the whole electrode, while a large increase in average ion

Tab. III.8: c-Si nanotexturing process parameters used for study presented section III.3.2.a. Varied
parameters indicated by an asterisk. Schematic (to scale) of substrate electrode with sample locations

during process and positions of IFEDF measurements – carried out in the absence of substrates.

Input parameters Sample locations

G
a

se
s

Pressure, Pr 30 mTorr
Nature SF6 + O2

Total input flux 105 sccm
SF6 content 57 %

Vo
lt

a
ge Signal basis freq., f0 13.56 MHz

# of harmonics, n 1 (single-freq.)
*Power, Pw 25, 35, 45 W

Su
b

st
ra

te
s *Sample type DSP, LPD

Sample size 2×3 cm2

Temperature, TS 25 ◦C
Etching time, te 10 min
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Fig. III.20: (a) Ion flux and (b) average ion energy profiles on the substrate electrode for single-frequency
excitation with varying values of Pw. Constant parameters: Pr = 30mTorr, SF6/O2 total incoming gas flux:

105 sccm (SF6 content of 57 %). Data for Pw = 25W shown again for comparison.

energy is found (mostly driven by the self-bias voltage): Eavg is around 75 eV for Pw = 35W, and
around 95 eV for Pw = 45W.

Etching processes are then performed (same method as for section III.3.1.b), for a single value
of 10 min etching time – the full set of process conditions is summarized in Table III.8. Results are
compared in Figure III.21 (together with data obtained for the same etching time at Pw = 25W and
different excitation voltages). These graphs present contour maps of the nanostructure average
width, Figure III.21(a), and surface effective reflectance, Figure III.21(b), as a function of the total
ion flux φtot (horizontal axis) and the average ion energy Eavg (vertical axis).

Unsurprisingly, the contour map for ΛNS again shows the importance of the ion flux, Fig-
ure III.21(a): at a given average ion energy, the higher the ion flux, the larger the nanostructures.
The opposite trend is found again for the reflectance, which decreases with increasing ion flux,
Figure III.21(b). More interestingly, an influence of the average ion energy is also demonstrated,
although the scaling seems weaker than for the ion flux. Indeed, it is observed that at a given ion
flux, increasing the ion energy also leads to an increase in the average nanostructure width, and
conversely, to a decrease of effective reflectance.

Fig. III.21: Contour maps showing influence of ion flux and average ion energy on (a) the final effective
reflectance and (b) nanostructure average width. Symbols show the locations of experimental data.

Constant parameters: te = 10min, Pr = 30mTorr, SF6/O2 incoming gas flux: 105 sccm (SF6 content of 57 %).
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III.3.2.b Energy weighted ion fluence

Phenomenological model for the etching yield. Aiming at a global (predictive) description of
the previous results, a phenomenological model is adopted: the etching yield is assumed to in-
crease linearly with the square root of the ion energy, above an etching threshold Eth. This model
was first proposed by Steinbrüchel, in particular for the ion-enhanced chemical etching of sili-
con [33], and shown to depend on both the nature of the substrate and of the etchant. It was later
used to successfully model the etching of c-Si with an SF6/O2 plasma [34, 35]. The etching yield,
Y (E), is expressed as follows:

Y (E) = Y0
(
E 1/2 −E 1/2

th

)
(III.4)

where Y0 is a proportionality constant. In agreement with this model, the energy weighted ion
fluenceΦE is also defined and linked to the etched depth:

ΦE = te

∫ Emax

Eth

φE (E)
(
E 1/2 −E 1/2

th

)
dE (III.5)

d = Y0ΦE

dSi
(III.6)

where dSi = 5.02×1022 at ·cm−3 is the atomic density of c-Si. This model can be used to fit the data
from the previous results: a non-linear least-square regression is performed with Eth and Y0 as the
fitting parameters. The best fit (R2 = 0.96) is found for Eth = 13eV, and Y0 = 4.6atoms · ion−1 ·eV−1/2.
Uncertainties have not been estimated for these parameters, but due to the uncertainties in the
RFEA measurements the uncertainty in etching threshold is at least in the order of 2 eV, while Y0

is most probably overestimated due to an underestimation of the total ion flux. Results are shown
in Figure III.22: graph (a) shows the etch depth versus energy weighted ion fluenceΦE after fitting
(notice that one data point has been excluded), and graph (b) shows the energy dependent etch
yield.

From this phenomenological model, two findings have to be highlighted: (i) ions bombarding
the surface with an energy below 13 eV seem to have no effect on the nanotexturing process, as
their etching yield is null; (ii) above the threshold of 13 eV, the higher the energy of the bombarding
ion, the more atoms are removed from the surface: the etch yield at 30 eV is around 8 atoms · ion−1,
while above 65 eV more than 20 atoms are removed per incoming ion. From a process point of
view, it is also interesting to note that Y0/dSi, here around 92nm/(1017 ions ·eV1/2 ·cm−2), can be
interpreted as an etch rate when working at constant ion flux and energy conditions.

Remarkably, the energy threshold found in this study is very close to the value (Eth = 15eV)
obtained by Belen et al. for trench etching of c-Si in an SF6/O2 discharge, in similar conditions of
substrate temperature, pressure and SF6 content [34]. However, the value obtained by this team
for the proportionality constant, Y0 = 7atoms · ion−1 ·eV−1/2, is significantly higher: their study
focused on an ICP discharge, leading to both much higher ion fluxes and neutral densities com-
pared to a CCP discharge, possibly explaining this discrepancy. In particular, the etching yield also
increases with the fluorine to ion flux ratio at the surface [36]: this dependence is not accounted
for in the present study.

This model efficiently describes the “bulk etching” that occurs during the nanotexturing pro-
cess, but has now to be confronted to the other characteristic parameters of the processed sam-
ples, i.e. the nanostructures dimensions ΛNS, HNS and the reflectance Reff. Therefore, the experi-
mental dataset is now shown against the energy weighted ion fluence,ΦE from Equation (III.5), in
Figure III.23. Notice that error bars have here been removed to facilitate visualization.

Self-organization at the nanoscale. Graphs in Figure III.23 demonstrate the relevance of the
chosen model for the etching yield, Equation (III.4): clear trends versus the energy weighted ion
fluence are obtained for all the parameters of interest. In particular, the average nanostructure
width and height, Figure III.23(a,b), follow quite robust trends versusΦE .
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Fig. III.22: Results of non-linear least square fitting: (a) etch depth as a function of the energy weighted ion
fluence; (b) Etch yield dependence on ion energy (notice the different top and bottom horizontal scales).

Fig. III.23: Evolution of (a) nanostructures average width and (b) height, (c) effective reflectance and
(d) etched depth as a function of energy weighted ion fluence, Equation (III.5), for different excitation

voltage waveforms and values of applied power. Fitting curves (full dataset) shown by dashed lines forΛNS,
HNS and d versusΦE . Constant parameters: Pr = 30mTorr, 105 sccm SF6/O2 incoming gas flux (57 % SF6).
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For ΛNS, an affine fitting (over the full dataset) in the form ΛNS = aΛΦE +bΛ is chosen. From
this regression, aΛ = 10nm/(1017 ions ·eV1/2 ·cm−2) and bΛ = 27nm, with a relatively low coeffi-
cient of determination (R2 = 0.91), due to a significant scattering of the data around the affine
trend. Notice that this scaling is much more general as the one identified in section III.1.2 (with
ΛNS ∝ tγe ), as it here includes and demonstrates the significant influence of the ion flux and energy
– in addition to the process time. The scaling parameter aΛ may be interpreted as a “growth rate”
in the horizontal direction, directly linking the energy weighted ion fluence the c-Si surface is sub-
jected to during the process to the average nanostructure width. In addition, bΛ can be interpreted
as an offset due to a possible transient “initiation” phase (not captured by the affine fitting) in the
nanostructuring phenomenon: this parameter is therefore not relevant for low values of ΦE , as
the smallest values observed forΛNS lie in the range from 40 to 50 nm. The existence of a non-zero
initial nanostructure width will be discussed in the paragraph “Qualitative interpretations” below.

For HNS a similar fitting procedure is used except a linear fitting is adopted, with HNS = aHΦE .
Here the regression leads to aH = 21nm/(1017 ions ·eV1/2 ·cm−2), with a more robust scaling (co-
efficient of determination R2 = 0.95) compared to the evolution of ΛNS. Again, aH may be inter-
preted as a “growth rate” of the nanostructures in the vertical direction.

A clear trend linking Reff to ΦE is also observed in Figure III.23(d): this trend is a direct con-
sequence of the evolution of HNS and ΛNS. Indeed, as it will be further investigated in the next
chapter, the nanotextured c-Si surface can be approximated to a gradient refractive index layer
between air and c-Si, providedΛNS ¿λ0/nSi: this hypothesis can be considered valid in the range
λ0 ∈ [280,1000nm] for ΛNS < 150nm. In this limit, the reflectance of the surface (and therefore
effective reflectance) decreases with the thickness of the gradient refractive index layer, i.e. in the
order of the average nanostructure height.

Finally, a major result of this study has to be highlighted: the importance of the ion flux and
ion energy has been demonstrated and aggregated in the form of the energy weighted ion fluence,
ΦE . The results prove that increasing either the ion flux or energy will accelerate the nanotexturing
process, which is of great interest for process development. It can therefore be inferred that the
ion flux is rate-limiting for the etching process (although it is here not possible to determine if the
neutral etchants flux is also limiting). However, it also demonstrates that, in the explored range
of parameters, it is not possible to escape the “universal” trend. This phenomenon is depicted
in the schematic in Figure III.24 showing the general evolution of the nanostructures during the
process for increasing ΦE . In addition, SEM images are displayed to illustrate the evolution of the
nanostructures when varyingΦE by either increasing the etching time, the total ion flux or the ion
energy (keeping other parameters constant).

III.3.2.c Qualitative interpretations

To analyze the previous results, the assumption of a micro-masking phenomenon (in the form
SiOxFy, as previously suggested) will again be adopted, and the formation of nanostructures in-
terpreted as the consequence of different etch rates on “pristine” c-Si and on areas covered by
inhibitor species. Actually, the dichotomy between “pristine” c-Si and precipitates of inhibitor
species is an oversimplification: the full surface is likely made defective by ion bombardment and
covered by an intermediate layer in the form of SiFx or SiOxFy, with local variations in composition
(both in the lateral and vertical directions) and in thickness [37]. Nevertheless, this simplification
will be made in the following analysis as it does not significantly affect the comprehension of the
phenomena. Schematics of the nanostructures during the process is supplied for illustration, Fig-
ure III.25, and will be used for the analysis.

First, the observation of a “bulk etching” demonstrates that the inhibitor layer only “slows
down” the etching – rather than fully stopping it. The micro-mask may indeed prevent (or drasti-
cally slow) etching of the underlying c-Si by neutrals, but the inhibitor species are still sputtered
by energetic ions, releasing silicon atoms from the surface. A significant etching can therefore also
be obtained on the apex of the nanostructures (depending on the balance between the passiva-
tion layer formation rate and the sputtering rate). Nevertheless, the inhibitor layer has to reduce
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Fig. III.24: Schematic (left column, not to scale) of nanostructure evolution with energy weighted ion
fluence,ΦE , and selected cross section view SEM images illustrating influence of etching time, ion flux and
ion energy (in each column, varying parameters in bold). SEM images grouped so thatΦE values are in the

same order of magnitude in each row. Constant parameters: Pr = 30mTorr, 105 sccm SF6/O2 (57 % SF6).

Fig. III.25: (a) Cross section view schematic (not to scale) of the nanotexturing phenomenon. (b) Close-up
view illustrating the major species (positive ions I+, fluorine F* and oxygen O* radicals), with the SiOxFy

inhibitor layer and the angle of unobstructed plasma exposureΩ in three locations on the surface.
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the etch rate enough for nanostructures to appear: in fact, the difference of etch rates between
the apexes and grooves of the nanostructures can be estimated. Indeed, the apex of the nanos-
tructures is in average located at a distance d from the initial c-Si surface, see the z axis in the
schematic Figure III.25(a), so that the etch rate is here proportional to Y0/dSi.

A similar analysis for the bottom of the nanostructures (located in average at a distance d +
HNS) can be made, and in this case the etch rate is proportional to Y0/dSi+aH. In the explored
conditions, the inhibitor layer slows the etching by: aH/(Y0/dSi + aH) ≈ 20%rel. Notice that this
interpretation also underlines the fact that the (energy dependent) etching yield previously quan-
tified is only valid for the apexes of the nanostructures, while it locally increases in the trenches.

Regarding the evolution of the nanostructures width, two regimes have to be distinguished: an
initiation phase and a steady-state regime. Indeed, it has been observed that for very low values
of energy weighted ion fluence (or equivalently low etching times), nanostructures appear with
a characteristic lateral size in the order of 40 to 50 nm. If confirmed, this initiation phase could
actually be understood as the consequence of the distribution of micro-masking species on the
surface during the early stages of the process. The diffusion length of neutral adatoms on the c-Si
surface (e.g. O* or F*, depending on the rate-limiting factor for the formation of SiOxFy) should
therefore be in the same order as the initial average nanostructure width.

After this initiation phase, a steady-state regime is observed, during which the nanostructures
average width continuously increases. In other words, a selection of nanostructures occurs dur-
ing the process: while the largest nanostructures are conserved, their neighbors are progressively
“etched away.” This behavior can be understood from a “shadowing” phenomenon, as proposed
in [24]. Assuming that the mean free path of neutrals is much larger than the characteristic nanos-
tructure size (valid at low discharge pressure), the incoming flux of neutrals at a given point of the
surface is proportional to the solid angleΩ of unobstructed exposure to the plasma – illustrated (in
2D) in the schematic Figure III.25(b). Hence, the passivation layer formation rate (induced by F*
and O*) is positively linked withΩ. Due to the surface morphology,Ω is, of course, much higher at
the apexes of the surface than in the trenches, due to shadowing by neighboring nanostructures.
In the end, an adequate balance is achieved with the apexes of the largest nanostructures in “over-
passivating” regime, whereas the trenches and the smallest nanostructures are in “over-etching”
regime.

Finally, it should be underlined that all the major trends have been qualitatively explained by
monitored parameters (ion flux and ion energy in particular). Hence, possible variations in uncon-
trolled parameters (e.g. variations in neutral species densities along the radius of the discharge for
instance) have been neglected.
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III.3.3 Special Cases

III.3.3.a Tuning the aspect ratio

In addition to the absolute vertical and horizontal sizes of the nanostructures, their aspect ratio
can be of great importance depending on the application. For instance, a high aspect ratio will
possibly affect subsequent conformal deposition of thin films (e.g. passivation layers) on top of
the c-Si surface. In addition, a high aspect ratio may significantly increase the surface area en-
hancement factor (i.e. the ratio of real to projected area), and in turn increase the defect density
at the surface (defined in terms of projected area).

In the frame of this study, the average nanostructure height and width have been character-
ized, although it has been shown that a distribution of sizes (for a given surface) exists. Thus, the
average aspect ratio, ARNS, may be different from the ratio of average height and width: however,
the approximation ARNS ∼ HNS/ΛNS has been validated by comparing the two quantities on a sub-
set of twelve samples (data not shown). In section III.3.2.b, the nanostructure average width and
height have been shown to comply with the following scaling as a function of the energy weighted
ion fluence: ΛNS = aΛΦE + bΛ, and HNS = aHΦE (with the constant parameters aλ, bΛ and aH

determined experimentally). Therefore, the following average trend is expected for ARNS:

ARNS = aH

aΛ

(
1− bΛ

ΛNS

)
, valid forΛNS ≥ bΛ (III.7)

Since ΛNS increases with ΦE , the nanostructure aspect ratio is expected to increase as well,
tending to an asymptotic value aH/aΛ ≈ 2. However, some scattering in the values of HNS andΛNS

versusΦE was previously pointed out. Figure III.26(a) therefore shows ARNS versusΛNS for the full
available dataset, with a color-mapping corresponding to the instantaneous ion flux during the
process. While the dataset indeed follows the average trend (from Equation (III.7), shown by the
dashed curve), an apparent splitting of the data points is observed – despite the large uncertainties
– depending on the instantaneous ion flux during the process. Indeed, in most cases, a relatively

Fig. III.26: (a) Nanostructure average height versus average width: color-mapping as a function of the
instantaneous ion flux during the process. ARNS: aspect ratio. (b) Top and cross-section view SEM images

of selected samples.
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high ion flux (here above 2.4×1014 ions ·cm−2 · s−1) leads to the formation of high aspect ratio
nanostructures (taller than the average trend predicts), while an opposite situation is found when
the ion flux is below 2.4×1014 ions ·cm−2 · s−1.

This phenomenon is illustrated by the SEM images in Figure III.26(b): two samples (S1 and
S2) with a similar nanostructure average width (ΛNS ≈ 160nm) have been selected. Sample S1
was processed with an ion flux of 3.4×1014 ions ·cm−2 · s−1: the nanostructures on its surface have
an average aspect ratio around 2.7 (i.e. HNS ≈ 350nm for this sample). In contrast, sample S2
was exposed to a much lower instantaneous ion flux of 1.2×1014 ions ·cm−2 · s−1, and the final
nanostructures are significantly smaller: ARNS ≈ 1.3 and HNS ≈ 160nm.

In section III.3.2.b, it was already demonstrated that the (energy dependent) etching yield
slightly increases in the trenches of the nanostructures compared to the apexes (hence the nan-
otexturing), but that in all locations, intensifying the instantaneous ion flux increases the yield.
However, it appears that this increase is slightly more pronounced at the bottom of the nanostruc-
tures (leading to a higher average aspect ratio). This may be understood by different dominant
etching mechanisms: in the proposed model for texturing, the apexes of the nanostructures are
covered by micro-masking species, so that ions act mostly by sputtering of the inhibitor layer. In
contrast, inhibitor species are supposed to be almost absent from the trenches of the nanostruc-
tures, where ions therefore mainly act through ion-enhanced chemical etching.

While the values of aspect ratios are comprised in a relatively small range – between 1 and 2
for most samples, the dependence on the ion flux opens a (small) degree of freedom to tune the
nanostructures morphology.

III.3.3.b Crystalline orientation dependence

In all the previous discussions, the crystalline orientation of the substrate has been neglected as on
most samples no influence of this parameter could be observed from SEM images. However, a few
samples stood out: top view SEM images have revealed an influence of the crystalline orientation
on the nanostructures morphology, as illustrated in Figure III.27. The c-Si samples were cleaved
from a (100) wafer: a careful alignment of the sample was achieved to ensure that the horizontal
axis of the top view SEM images in Figure III.27 is aligned with the [011] crystalline direction. These
images, and their cross section counterparts, reveal that the nanostructures consist of intercon-
nected walls with steep flanks, that are in numerous cases (although not always) approximately

Fig. III.27: SEM images (top views and cross section views) of a nanotextured c-Si sample (cleaved from a
(100) wafer) showing the dependence of the nanostructures morphology on the crystalline orientation of

the substrate (see for instance the red square in the top right image, added to facilitate identification).
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aligned with [0-11] or [011] directions. In particular, this morphology generates holes with “square
edges” (one example is highlighted by a red square in the top right image in Figure III.27).

Notice that the structures observed in Figure III.27 are not “inverted pyramids” such as the
ones obtained by chemical etching (usually using a patterned etching mask, e.g. [38]) where the
flanks consist of (111) facets with an angle of 54.7° relative to the (100) plane, as illustrated in the
schematic in the bottom left corner of Figure III.27. Indeed, cross section views show that the
flanks of the holes are actually steeper (in the range from 65 to 85° relative to the (100) plane).

Dependence of nanostructure morphology on the crystalline orientation has been reported in
previous studies on plasma nanotexturing [12, 13], or on trench etching [39]. This behavior arises
from a different etch rate depending on the crystalline orientation of the c-Si substrate: in particu-
lar, it has been shown that for SF6/O2 plasma etching, the etch rate is higher for (100) planes than
for (111) planes, although the difference in etch rate is relatively weak at room temperature [40].
Due to the higher atomic surface density on (111) planes compared to (100) planes, fewer dan-
gling bonds are available for chemical reactions (one dangling bond per atom on (111) planes and
two per atom on (100) planes). Consequently, the lower etch rate on (111) planes is interpreted by
a promotion of passivation and a limitation of chemical etching. The analysis is, however, made
more complex due to the ion bombardment that will contribute to the etching: in particular, the
etching yield depends on the ion incidence angle, and may be highest in off-normal incidence [41],
reducing the “apparent” etch rate difference.

In the present study, crystalline orientation dependence has only been observed on 4 samples
(out of a total of 64): too few to deduce precise conditions for this morphology to arise. In addi-
tion, the crystalline orientation dependence does not immediately appear during the process: as
shown on the two SEM images on the left of Figure III.28 the “inverted-pyramid-like” morphology
is not seen for an etching time of 10 min. Nevertheless, it should be pointed out that crystalline
orientation dependence has been observed only with the lowest average ion bombardment en-
ergy (Eavg = 32eV) obtained in the study. For similar conditions of ion flux and identical etching
times, a higher ion energy gives rise to the formation of more classical (in the present study) cone-
shaped structures, as seen on the two SEM images on the right in Figure III.28. The disappearance
of crystalline orientation dependence with increased ion energy can be understood from an in-
creased contribution of the ions to the etching (evolving from a dominant chemical nature to an
ion-enhanced behavior), leading to a reduced difference in etch rates between (100) and (111)
planes.

Fig. III.28: SEM top view images of selected nanotextured c-Si sample: (left) samples obtained at low ion
bombardment energy (Eavg = 32eV) for 10 and 40 min of etching. The crystalline orientation dependence

of nanostructures morphology is only observed at te = 40min (same sample as in Figure III.27). As a
comparison, the two images on the right show samples obtained with a similar ion flux but higher average

ion energy.
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Summary

In this chapter, the analysis of experimental results has revealed important effects and “universal”
trends (in the explored range of process conditions). The main findings should be recalled:

• Nanotexturing of c-Si in a SF6/O2 CCP discharge has been obtained at room temperature.

• The formation of nanostructures strongly depends on the SF6 content in the input gas
flux, but also on the total input gas flux and discharge pressure. A broadband decrease of
reflectance has been demonstrated, leading to effective reflectance values below 2%.

• Nanostructures “grow” by etching of surrounding material, with a pseudo-random ar-
rangement, from an average width around 40 nm to micrometric sizes (extreme values ob-
served in the present study). The nanostructure average size and its evolution are inde-
pendent from the initial surface finish but a preferential arrangement along salient points
(e.g. saw marks) has been demonstrated. Additionally, a significant “bulk etching” occurs
simultaneously to the formation of structures, i.e. a substantial volume of c-Si is removed
from the whole surface.

• Upscaling tests have demonstrated that a uniform effective reflectance across a 6” pseudo-
square wafer could be achieved, although in a very narrow process window. In addition, a
difference in nanostructure sizes (from the center to the edge of the wafer) was still identi-
fied, indicating that etching conditions are not totally uniform. A possible gradient in the
neutral species densities in the plasma could possibly explain this phenomenon.

• Tailored voltage waveforms have been used to tune the ion flux energy distribution function
at the substrate electrode and therefore the nanotexturing conditions. The available range
has been further expanded by taking advantage of radial ion flux non-uniformities on the
electrode.

• A phenomenological model successfully describes the “bulk etching” phenomenon: the
etching yield increases linearly with the square root of the ion energy, above an etching
threshold of 13 eV. Moreover, this model efficiently describes the evolution of the nanos-
tructure average width and height as well: both parameters evolve linearly with the en-
ergy weighted ion fluence, demonstrating the importance of both the ion flux and ion en-
ergy on the final surface properties.

• Two observations indicate possible deviations from the “universal trend”: (i) the aspect ra-
tio of the nanostructures seems to depend on the applied ion flux (increasing the ion flux
leads to higher aspect ratios); (ii) a crystalline orientation dependence may be obtained
(altering the nanostructure morphology) and possibly arises in conditions of relatively low
ion bombardment energy.

Finally, the energy weighted ion fluence also effectively predicts the effective reflectance of the
surface for a given process: this direct link between process conditions and final optical properties
is helpful for process development. However, this descriptive model conceals at least two impor-
tant features: (i) the clear trend in the evolution of the effective reflectance hides the quite complex
optical behavior of SF6/O2 plasma nanotextured c-Si surfaces; (ii) the effective reflectance (com-
puted from total hemispherical reflectance spectra measured at normal light incidence) does not
account for other important optical properties, such as light scattering or light-trapping in the
near-IR range. For these reasons, a more detailed investigation of the optical properties will be
carried out in the next chapter.
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Introduction

In Chapter III, SF6/O2 plasma etching process conditions have been linked to the final nanostruc-
ture morphology of the c-Si surface, although the process was primarily optimized as a function
of the final effective reflectance. Indeed, the achievement of broadband anti-reflective properties
is the original motive for studying nanoscale texturing of silicon surfaces for photovoltaic appli-
cations. However, the nanotexturing process modifies the optical properties of c-Si absorbers in
various ways: sectionIV.1 of the present chapter will therefore be dedicated to in-depth investi-
gations of the optics of nanotextured absorbers. Two complementary objectives are sought from
this study: (i) to obtain a better description and comprehension of the optical properties of nan-
otextured c-Si absorbers; (ii) to define relevant criteria to further optimize developments of black
silicon processes.

Regarding photovoltaic applications, the optical properties of the absorber will play a funda-
mental role in the generation of electrical carriers. The operation of solar cells also relies on the
collection of the electrical carriers to an external network or load, as it has been quickly recalled
in the introduction of ChapterI. In that respect, the “material properties” (e.g. bulk quality, pres-
ence of defects) of the c-Si absorber, as well as its interfaces with other constituents of solar cells
(e.g. metal contacts), will be of great importance. Challenges have in particular been identified
in the literature regarding the passivation of plasma nanotextured c-Si surfaces: owing notably to
the ion bombardment during the process, a large density of defects may be present at the surface
(or in the subsurface region) of the absorber and act as strong recombination centers. Section IV.2
of this chapter will therefore focus on the influence of ion bombardment on the passivation of
nanotextured c-Si surfaces.
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IV. TAILORING OPTOELECTRONIC PROPERTIES OF PLASMA NANOTEXTURED SILICON SURFACES

IV.1 Optical Properties of Nanotextured Silicon Surfaces

The premises behind the study of silicon surface nanotexturing in the context of photovoltaic ap-
plications can be recalled with the basic case of a planar c-Si slab, as depicted in Figure IV.1(a).
Increasing photogeneration of electrical carriers per unit area is equivalent to increasing the ab-
sorption of incoming photons (flux normalized to unity) in the c-Si, i.e. maximize the absorptance,
Atot. With this aim, two sources of losses have to be mitigated, as synthesized in the following ex-
pression:

Atot = 1−Rf − (Resc +T ) (IV.1)

where Rf is the front reflectance, Resc the escape reflectance and T the transmittance, and where
all quantities depend on the properties of incoming light (angle of incidence in particular) and
on the (complex) refractive index of the absorber. Reflection at the front air/c-Si interface is due
to the abrupt difference of refractive index between the two media: front reflectance corresponds
to the fraction of photons that do not penetrate the c-Si absorber. In contrast, escape reflectance
and transmittance characterize the fraction of incoming photons penetrating the silicon but es-
caping before being absorbed: both phenomena are due to weak absorption (and therefore only
significant in a limited wavelength range).

Fig. IV.1: (a) Schematic of a c-Si absorber illustrating incoming light, reflection and transmission. (b) Solar
light photon flux (computed from the AM1.5g spectrum) and contributions of loss mechanisms for a

perfectly flat 180µm thick c-Si absorber (assuming normal light incidence).

The contributions of the different loss mechanisms are shown in Figure IV.1(b), here computed
theoretically for the AM1.5g solar spectrum, in the simple case of normal light incidence on a
180µm thick absorber. This case is intentionally simplistic, but it illustrates the importance of
mitigating optical losses using appropriate light management techniques:

• Front reflectance represents the largest share in the overall losses: for λ0 ∈ [250,1200nm]
the total “available” photogenerated current density amounts to 46.3 mA ·cm−2, while the
losses due to front reflection correspond to 16.2 mA ·cm−2. A drastic reduction of reflectance
at the front surface of the absorber is therefore essential to improve carrier generation. In
that respect, the broadband anti-reflective properties of nanotextured samples have been
shown and rapidly discussed in Chapter III: in the following, a more in-depth investigation
of the relationship between nanostructure morphology and the final front reflectance of the
surface will first be carried out.

• Escape reflectance and transmittance also induce large losses for λ0 > 1000nm (amounting
to an equivalent photogenerated current density loss of 4.5 mA ·cm−2), illustrating the addi-
tional need for light-trapping. To this aim, plasma nanotexturing of the front surface of the
absorber can also prove to be very efficient, owing to a promotion of light-scattering, as will
be demonstrated in the second subsection.
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IV.1.1 Broadband Anti-reflection Properties

In this manuscript, the link between the nanostructure morphology (after SF6/O2 etching) and
the total hemispherical reflectance of black silicon samples has, up to now, only been qualitatively
explained. In particular, it has been shown in Chapters I and III that, due to the complex mor-
phologies and varying sizes, an adequate and simple optical model describing the reflectance of
black silicon surfaces in a large range of wavelengths is still missing. However, in the case of a very
small nanostructure width (compared to the wavelength in c-Si, λSi =λ0/nSi), the nanostructured
surface may be approximated by a gradient refractive index layer, and a simple implementation
of this approach is here proposed to quantitatively describe (even in a limited range) the normal
incidence reflectance of the black silicon samples. Here, the analysis is made using the results ob-
tained in section III.3 of Chapter III: as a reminder, these samples were obtained from LPD wafers,
which have a relatively smooth initial surface so that their initial reflectance – before nanotextur-
ing – is close to that of a perfectly flat c-Si slab (see also initial sample description, section III.1.1.b
Chapter III).

IV.1.1.a Multilayer effective medium approximation model

Description of the model. In order to understand the evolution of the reflectance of nanotex-
tured c-Si surfaces, the nanostructures are geometrically modeled by a tiling of upright c-Si pyra-
mids with base width LMM and height HMM, as illustrated in Figure IV.2(a), on a c-Si bulk and
surrounded by air.

Fig. IV.2: (a) Schematic of geometric model (pavement of upright pyramids) for plasma nanostructured
surface. (b) Multilayer effective medium approximation 1D model with graph of c-Si filling factor.

The optical properties of this surface are modeled by approximating it by a stratified film of
N successive layers (Li for i ∈ [1, N ], expanding infinitely in directions x and y) with an identical
thickness h = HMM/N and a complex permittivity εi , as shown in Figure IV.2(b). In the limit of very
large N , this model is equivalent to approximate the nanostructured surface as a gradient refrac-
tive index layer. The permittivity of each layer is obtained using Bruggeman’s effective medium
approximation [1]. In this model, the complex permittivity εi of each layer of composite material
(here a mixture of c-Si and air) is derived from the following equation:

fSi,i
εSi −εi (λ0)

εSi +2εi (λ0)
+ (1− fSi,i )

εair −εi (λ0)

εair +2εi (λ0)
= 0 (IV.2)

where εSi(λ0) is the relative permittivity of crystalline silicon and εair = ε0 the permittivity of air.
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fSi,i is the c-Si material filling factor for each layer Li , i.e. the volume fraction of silicon in the layer.
Using the geometry of the modeled nanostructures, the filling factor is easily derived:

fSi,i =
(

i −1/2

N

)2

(IV.3)

Notice that this quadratic behavior could actually be generalized to any type of conical struc-
tures fully tiling the plane (where a cone is understood mathematically as being formed by a set
of straight segments connecting to a common point, the apex). In addition, while the periodic
structure suggested in Figure IV.2(a) is convenient to easily represent a full tiling of the surface,
the 1D model will actually not account for diffraction phenomena (the modeled geometry is only
introduced here to describe the computation of the c-Si material filling factor).

In the end, the nanostructured c-Si surface is modeled by a system composed of the multi-
layer stack comprised between air and c-Si – both treated as semi-infinite media. The transfer
matrix method [2] is then used to compute the front reflectance (in intensity) of the system at nor-
mal incidence, RMM (the bulk being assumed semi-infinite; escape reflectance is not taken into
account by the model). Crudely speaking, the transfer matrix method simply consists of using a
matrix structure to represent the link between the amplitudes of electromagnetic waves entering
and exiting a thin-film (in forward and backward directions). For a full stack, the product of all the
matrices (obtained for each component layer) will directly link the amplitudes of the incoming, re-
flected, and transmitted waves and allow the computation of the reflectance (and transmittance)
in intensity. In the model, all materials are assumed nonmagnetic, and the complex permittivity
of the c-Si material is derived from [3].

Choice of the number of layers. In order to choose an optimum number of layers in the multi-
layer model, a few preliminary computations have been performed, with examples illustrated in
Figure IV.3: graph (a) shows examples of profiles (for fSi, n and κ) in the multilayer model, while (b)
gives the results of some computations with HMM = 200nm, λ0 = 300,600,900nm and for N in the
range [5,1000].

Figure IV.3(b) shows that, in the investigated conditions, the computation rapidly converges
with only a few tens of layers, and above N = 250, increasing (by a factor 2 or 4) the number of
layers in the model leads to changes of less than 1×10−4%abs in RMM. A few complementary tests
have shown that this level of convergence is valid in the full range (both for HMM ∈ [10,1000nm]
and λ0 ∈ [250,1250nm]) of interest. Consequently, further computations (presented in the next
section) will be made with N = 250.

Notice that the choice of a uniform layer thickness h = HMM/N is arbitrary, but other ap-
proaches (e.g. keeping the optical thickness of each layer constant) would lead to identical results
– except the convergence of RMM as a function of N would differ.

IV.1.1.b Confrontation with experimental results

Influence of the nanostructure height. In order to understand the effect of the nanostructure
height on the reflectance, the total effective medium layer thickness is varied in the multilayer
model. For comparison with experiments, only wavelengths below 1000 nm may be considered,
as escape reflectance – not taken into account in the multilayer model – only becomes significant
above this value for the approximately 285µm thick samples used experimentally. In a first analy-
sis, the reflectance will therefore be computed with the multilayer model at λ0 = 300,600,900nm
(i.e. close to the lower limit, center and higher limit of the range of interest), and is compared to
the experimental results in Figure IV.4. Notice that the comparison is done by assuming that the
experimental results are best modelled with HMM = HNS, i.e. the total thickness of the effective
medium multilayer is taken identical to the nanostructures average height.

First, it should be highlighted that, regardless of the wavelength, the multilayer model predicts
a continuous decrease of the reflectance with the effective multilayer total thickness (except for
small oscillations), as seen in the graphs Figure IV.4. For this reason, a fair comparison between
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Fig. IV.3: (a) Examples of profiles for c-Si material filling factor, fSi, refractive index, n, and extinction
coefficient, κ, for N = 5, 25, 250. (b) Evolution of calculated front reflectance, RMM with N in [5,1000] and

for λ0 = 300, 600, 900 nm.

Fig. IV.4: Evolution of reflectance (at λ0 = 300, 600 and 900 nm) with nanostructure average height:
comparison of experiments with proposed multilayer model. Colormap (identical for all graphs) showing

parameterΛNS/λSi.
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model and experimental results is better obtained using a logarithmic vertical-axis scale (notice
the break introduced for better visualization). In addition, the decrease of reflectance obtained
from the model is more rapid for λ0 = 300nm than for λ0 = 600nm (than for λ0 = 900nm) because
at a given thickness HMM, the transition appears “smoother” for shorter wavelength. Indeed, as it
has been recalled in Chapter I section I.2.2.a, the thickness of the inhomogeneous layer has to be
- at least - similar to the light wavelength for the reflectance to be significantly reduced. For the
modelled profiles and the three value of wavelengths under investigation, the reflectance of the
surface decreases to less than a percent of the initial value when HMM is larger than approximately
λ0/2.

Comparing the model with experimental results, it should be recalled that the “effective medium
approximation” (here in the form of a multilayer model) is only valid in the limit of a nanostructure
width much smaller than the scaled wavelength λ0/nSi. For this reason, experimental results are
differentiated as a function of this criterion: in Figure IV.4, a colormap shows the valueΛNS/λSi for
all samples (at 300, 600 and 900 nm, λSi is approximately equal to 60, 150 and 250 nm respectively).
It should be reminded (from Chapter III) that values of HNS and ΛNS are positively correlated for
our plasma nanotextured c-Si samples.

At λ0 = 300nm, the model predicts the absolute (front) reflectance of the surface relatively
well until approximately HNS = 100nm, corresponding to samples for whichΛNS <λSi. Above this
threshold the multilayer model becomes invalid and diverges from the experimental results. As a
result, when HNS increases, the model predicts a much lower reflectance (up to several orders of
magnitude) compared to experimental results.

At λ0 = 600 or 900 nm, a similar analysis can be made: reflectance values are satisfactorily
predicted until HNS = 200 or 300 nm, respectively. Again, the model significantly diverges from ex-
perimental results when ΛNS ≥ λSi approximately. Notice that, even in the range of validity of the
model (ΛNS < λSi), some scattering of the experimental data around the model curve can be ob-
served. This may be partly due to the uncertainties in the estimation of the nanostructure average
height and surface reflectance (as suggested from the error bars), but also to possible differences
in nanostructure morphologies, which may in some cases significantly deviate from the modelled
geometry (i.e. neighboring cones with a quadratic c-Si material filling factor).

Effective reflectance. Regarding photovoltaic applications, a broadband anti-reflective behavior
of nanotextured c-Si surfaces is sought in order to improve carrier generation in the absorber. In
that respect, the effective reflectance, Reff, computed from Equation (I.29) Chapter I, represents a
relevant parameter to globally assess the anti-reflective properties of a textured surface. As a con-
sequence, it is of interest to evaluate the range of validity of the multilayer model for the prediction
of Reff as a function of the nanostructure sizes. To this aim, the multilayer model has been used
to compute the full reflectance spectra (in the range [250,1000 nm]) for HMM ∈ [0,800nm], and
the effective reflectance has been extracted from these theoretical spectra. Results are shown in
Figure IV.5(a) together with experimental data – here using linear scales and with a color-mapping
according to the nanostructure average width, ΛNS. In Figure IV.5(b), full reflectance spectra are
shown for selected samples with the corresponding multilayer model results.

Figure IV.5(a) shows that the experimental trend is well predicted by the proposed multilayer
model, despite its relative simplicity, when nanostructures have an average width lower than ap-
proximately 125 nm. Above this threshold, the model becomes inaccurate in a large part of the
wavelength range, as illustrated with the spectra shown in Figure IV.5(b). For the initial surface,
sample A (HNS = 0nm), the measured reflectance is actually slightly higher than the model – here
corresponding simply to the Fresnel formula for a single air/c-Si interface. This discrepancy may
be due to the fact that the measurement is actually performed at a small incidence angle (around 8°),
to the presence of the native oxide or to a small error in the spectrophotometer calibration.

Regarding nanotextured samples B, C and D (ΛNS < 125nm), the agreement between the ex-
perimental reflectance and the multilayer model spectra is fairly good for λ0 > 450nm approxi-
mately, while large differences are seen below this value. As previously highlighted, this discrep-
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ancy comes from the fact that the multilayer model actually becomes invalid to describe the re-
flectance of the nanotextured surface. Despite this deviation and since the fraction of photon flux
in the AM1.5g solar spectrum is relatively low in this range – see Figure IV.5(b) - the computed
effective reflectance for samples B to D is very close to the multilayer model value, as seen in Fig-
ure IV.5(a). In contrast, for sample E (with ΛNS = 210nm), the experimental reflectance is much
higher than the model spectrum in the whole wavelength range, explaining the difference between
the experimental and modelled effective reflectance.

Fig. IV.5: (a) Evolution of effective reflectance with nanostructure average height: comparison of
experiments with proposed multilayer model. Colormap showing nanostructure average width for

experimental results. (b) Reflectance spectra for five selected samples: measurements (solid curves) and
multilayer model results (dashed curves).

Despite the relative simplicity of the proposed multilayer model, the effective reflectance of
the nanostructured samples can be accurately predicted, although for a limited range of nanos-
tructures sizes. Some refinements, for instance in the c-Si material filling factor profile, could help
improve the quality of the prediction in its range of validity.

As previously recalled, during the SF6/O2 etching process (regardless of the plasma conditions
in the investigated process window), an increase in average nanostructure height HNS always goes
with an increase in average nanostructure width ΛNS. The proposed multilayer model indicates
that lower front reflectance can be obtained by increasing HNS, however, the simultaneous in-
crease inΛNS inevitably makes the model irrelevant. Additionally, the lateral growth of the nanos-
tructures will also induce the initiation of light-scattering in the investigated wavelength range.

IV.1.1.c Angle-resolved reflectance measurements

It has been previously stated that the lateral growth of the nanostructures (increased ΛNS) causes
the onset of light scattering. Obviously, this phenomenon cannot be directly detected from total
hemispherical measurements that only characterize the total reflected light intensity. However,
light scattering will induce large modifications of the angular distribution of reflected light in the
hemisphere above the surface. In order to investigate this effect, measurements of angle-resolved
diffuse scattering were performed on selected unetched and nanotextured samples (here corre-
sponding to samples obtained in the study of section III.1.2 Chapter III) with various initial surface
morphologies. These characterizations have been carried out in collaboration with Dr. Thomas
Germer, researcher at the National Institute of Standards and Technology (NIST).
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The bidirectional reflectance distribution function (BRDF, fr), quantified as the radiance scat-
tered into a specific direction normalized by the incident irradiance [4], was measured using 633 nm
radiation at an incident angle of 5° and scanning directions evenly spaced in a directional cosine
space centered on the surface normal [5, 6]. Figure IV.6 shows the results of these measurements.

Fig. IV.6: BRDF, fr, measured for four surface types and for five etching times. The data are shown in
projected cosine space, and a grid (30° in polar angle and 45° in azimuth angle) is overlaid on top of the

data. The black point in each data to the left of the surface normal is due to the detector blocking the
incident beam. The incident angle was 5° and the wavelength was 633 nm. The samples are aligned so that
the (110) crystal direction is horizontal. ΛNS values (computed in the DSP case) are also given for reference.
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Each of the surfaces has a distinctive scatter pattern prior to any etching. For the lowest etching
times, the DSP sample had a BRDF that was below the instrument noise floor, as the instrument
was configured, except near the specular direction (one of the samples was not characterized for
this reason).

Regarding the measurements on unetched samples, the SWS sample had a relatively uniform
BRDF, the DWS sample shows a distinctive diffraction pattern from the wire saw marks at approx-
imately 45° to the (110) crystal direction, and the LPD sample showed a distinctive four-fold sym-
metric pattern that was correlated to a large number of 113 surface planes.

As the samples are etched, their scatter patterns evolve towards a common behavior: while
remnants of their original structure are still observed after 15 min, their behaviors remarkably con-
verge for 30 min of etching. The scattering from the SWS samples remain uniform but decrease in
value. The diffuse part of scattering from the DWS samples decreases, while the distinctiveness
of the saw mark diffraction is reduced. The scattering from the DSP and LPD samples rise in
directions having low initial scatter, while the distinctiveness of its original scattering pattern is
reduced. The DSP samples continue to exhibit specularity until 15 min of etching, albeit much
reduced from that of the unetched surface, and totally disappears after 30 min.

The emergence of light-scattering with the formation of nanostructures (in cases where light-
scattering is initially low, such as the DSP or LPD samples) is clearly observed in the angle-resolved
reflectance measurements. In the context of photovoltaic applications, one might actually be
more interested by the influence of scattering on the light transmitted into the silicon. In partic-
ular, light-scattering will have a key role on the “light-trapping” properties of the absorber. The
influence of the nanotexturing process on the light-trapping properties will therefore be more
specifically investigated in the next subsection.

IV.1.2 Light-Trapping in Near-IR Range

As explained in Chapter I section I.2.2.b, light-trapping can be understood as the ability of the op-
tical system to prevent incoming light from escaping. In the case of a c-Si absorber, this property
becomes especially important for near-IR light, where the absorption depth becomes longer than
the absorber thickness: as shown in the introduction of this chapter, for a 180µm thick planar ab-
sorber, poor light-trapping represents 20% of the optical losses in photogenerated current density.
It is therefore of great interest to investigate the evolution of light absorption in c-Si samples with
front nanotextured surfaces.

As a starting example, total absorptance spectra have been measured (at normal incidence)
on initial and nanotextured SWS and LPD samples (one side, baseline recipe from Chapter III
section III.1.1.c, samples illuminated from the nanotextured side for absorptance measurements).
The reflectance of these samples has already been shown and discussed in Chapter III. These sam-
ples have similar thicknesses: (275±5)µm for SWS and (285±2)µm for LPD samples. Results are
shown in Figure IV.7(a,b), while graph (c) shows the evolution of the photogenerated current den-
sity Jph in the c-Si substrate – calculated from the absorptance spectra, Equation (I.26) in Chapter I.
As a theoretical reference, the Yablonovitch limit (for a 280µm thick c-Si substrate) is also shown
in the graphs Figure IV.7: this limit is often considered as the maximal absorptance achievable
through light-scattering, although it has been computed in the limit of weak absorption and is
therefore not practically achievable for c-Si [7, 8].

For both SWS and LPD substrates, the absorptance increases in the whole wavelength range
owing to the nanotexturing process. For wavelengths below 1000 nm (where silicon is strongly ab-
sorbing), this rise is mainly due to the decrease of reflectance at the front surface. On the other
hand, above 1000 nm, enhancement of absorptance may both be due to lower reflectance and to
improved light-trapping inside the silicon. Notice that some samples also show significant absorp-
tance values above 1180 nm (exceeding the Yablonovitch limit): this phenomenon is attributed to
free carrier absorption due to metallic impurities, likely originating from wafer slicing.

For the initial SWS sample, absorptance is already relatively high (with an average of 51%) in
the range from 1000 to 1200 nm, as seen in Figure IV.7(a), suggesting a high initial light-trapping. In
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addition, the “shape” of the absorptance spectra in this range is actually not evolving significantly
when the front surface is nanotextured. The initial texture of both rear and front surfaces of SWS
samples has been shown (section IV.1.1.c) to induce a high level of scattering, which is also pre-
served during the nanotexturing of the front surface, and explains a very good light-trapping for
all the SWS samples. In the same wavelength range, absorptance is comparatively very low (25%
average in [1000,1200 nm]) for the unetched LPD sample, Figure IV.7(b), that therefore seems to
have less efficient light-trapping than the initial SWS sample. This apparently poor light-trapping
can be explained by a low level of scattering at both interfaces. In contrast, the absorptance sig-
nificantly increases with texturing time (especially after 15 or 30 min): the convexity of the curve
reverses and the absorptance spectrum of the 30 min textured LPD samples becomes very similar
to the SWS counterpart.

Fig. IV.7: Evolution of absorptance spectra with etching time (at 0, 5,15 and 30 min) for (a) SWS and (b) LPD
samples. (c) Corresponding evolution of photogenerated current density, Jph. Dash-dot black curves show

theoretical Yablonovitch limit for a 280µm thick c-Si substrate.

Figure IV.7(c) shows the evolution of the theoretical photogenerated current density, Jph, com-
puted from the absorptance spectra and neglecting parasitic absorption. Due to high initial front
reflectance and poor light-trapping, Jph is very low (around 28 mA ·cm−2) for the initial LPD sam-
ples compared to the SWS samples (initial value Jph = 34.5mA ·cm−2). As the samples are etched
and their absorptance increases, Jph rises, reaching an identical asymptotic value after 30 min for
both SWS and LPD samples, around 42.8 mA ·cm−2, close to the 43.9 mA ·cm−2 theoretical value
obtained from the Yablonovitch limit.

This analysis of the absorptance spectra and estimation of the photogenerated current density
give a global idea of the light-trapping quality. However, the contribution of the anti-reflective
properties cannot easily be discerned, and the absorptance also depends on the properties of the
rear surface and on the sample thickness. The previous method only qualitatively informs on the
influence of nanotexturing on light-trapping properties, and a more specific (and quantitative)
approach is to be sought.

IV.1.2.a Quantification using the light pathlength enhancement factor

Definitions and methods. A more specific quantification of the light-trapping properties may
be obtained thanks to the “light pathlength enhancement factor”, Z , [9]. Primarily, this factor can
be considered as the optical depth of the absorber at a given wavelength, and is usually obtained
from internal quantum efficiency measurements to only account for band-to-band absorption
(leading to carrier generation). Nevertheless, for the purpose of comparing light-trapping abili-
ties for absorbers with different surface textures, a satisfactory estimation of Z may be obtained
using only photometric measurements. In particular, free carrier absorption may be neglected in
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first approximation when the samples are weakly doped (here below 1×1016 cm−3). Under this as-
sumption and with 1−Rf being the intensity of light actually entering the absorber, Z is obtained
from:

Atot(λ0)

1−Rf(λ0)
= 1−e−αSi(λ0)Z (λ0)w (IV.4)

The right-hand side of the previous equation corresponds to the theoretical absorption of light
after a pathlength Z w in an ideal c-Si absorber: for a given absorber, the higher the light path-
length enhancement, the higher the absorptance. From Equation (IV.4), the estimation of Z there-
fore requires the measurement of both the total absorptance and the front reflectance. In practice,
only the total reflectance Rtot = Rf +Resc may be measured by spectrophotometry, and the front
reflectance needs to be isolated from escape reflectance. In the range [250,950 nm], where the ab-
sorption length of c-Si is much shorter than the substrate thickness (above 180µm for the samples
used here), escape reflectance is neglected and Rf = Rtot. In the range ]950,1250 nm], a simple
extrapolation based on a linear fitting of Rtot = r1λ0 + r0 in [900,950 nm] is proposed. This sim-
ple extrapolation is supported first by the small variations in refractive indices of c-Si in the range
[900,1300 nm], and, for nanotextured samples, by the pseudo-random distribution of the nanos-
tructures on the surface. Finally, the following approximation of Rf is thus made:

Rf(λ0) =
{

Rtot(λ0), if λ0 ≤ 950 nm

r1λ0 + r0, if λ0 > 950 nm
(IV.5)

Combining Equations (IV.4) and (IV.5), an estimation of Z can be obtained for all samples in
the wavelength range of interest (here approximately in [900,1200 nm], where light-trapping plays
an important role). However, a direct computation will give rise to non-physical values, as demon-
strated in Figure IV.8 for an example case: graph (a) shows the measured spectra for Atot, Rtotand
Rf, graph (b) shows Atot/(1−Rf) and graph (c) the light pathlength enhancement factor computed
using Equation (IV.4).

At very weak absorption (λ0 > 1200nm), Atot should rapidly tend to zero: in the case of a small
deviation in measured absorptance (here Atot remains positive possibly due to free carrier absorp-
tion), Z will take very high (non-physical) values. On the other hand, forλ0 < 1000nm, Atot/(1−Rf)
should rapidly tend to 1 as absorption becomes very strong. Here, values above 1 are computed
from experimental measurements below 980 nm: due to the measurement uncertainties, Z can-
not be computed in this range.

Fig. IV.8: (a) Absorptance and reflectance spectra at normal incidence for a nanotextured c-Si sample
(LPD, 15 min etching). (b) Computed values for Atot/(1−Rf) and (c) pathlength enhancement factor

computed from Equation (IV.4) for the same sample.
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Parametrization of light pathlength enhancement factor. To circumvent the demonstrated is-
sues in the direct computation of Z , Equation (IV.4) is modified to:

Atot(λ0)

1−Rf(λ0)
=∆a∞+ (∆a0 −∆a∞)e−αSi(λ0)Z (λ0)w (IV.6)

where ∆a∞ and ∆a0 are constant parameters which will account for the deviations in experimen-
tal measurements respectively in the limits of very strong and very weak absorption. In addition,
a parametrization of the light pathlength enhancement factor based on the method proposed by
McIntosh and Baker-Finch [10] will be adapted to our study. In this model, Z is expressed as a
function of the absorption coefficient, αSi, the thickness of the substrate, w , and three indepen-
dent (dimensionless) parameters Z∞, Z0and Zp, as follows:

Zmod(λ0) = Z∞+ 1

αSi(λ0)Zpw
ln

[
Z0

Z∞
−

(
Z0

Z∞
−1

)
e−αSi(λ0)Z∞Zpw

]
(IV.7)

Within this model, Z∞ corresponds to the pathlength enhancement factor in the limit of very
strong absorption (below 1000 nm), while Z0 corresponds to the limit at very weak absorption
(above 1200 nm): the higher Z∞ and Z0, the higher the absorptance (and the better the light-
trapping).

On the other hand, Zp has been introduced as a degree of freedom defining the evolution of
Zmod in the transition range. This effect is illustrated in Figure IV.9: graph (a) shows examples
of Zmod curves as a function of the wavelength for a 100µm and a 280µm thick absorber, with
Z0 = 10, Z∞ = 1.2 and different values of Zp. Figure IV.9(b) depicts the corresponding theoretical
absorptance curves (assuming Rf = 0). It is observed that, at a given substrate thickness, the lower
Zp the higher Z and the higher the absorptance.

Fig. IV.9: (a) Model pathlength enhancement factor curves from Equation (IV.7) with Z∞ = 1.2, Z0 = 10 and
different values of Zp for 100 and 280µm absorbers. (b) Corresponding theoretical absorptance curves

(assuming Rf = 0).

In cases where this parametrization satisfactorily fits experimental data, the triplet of param-
eters (Z∞, Z0, Zp) is independent from the substrate thickness [10, 11]. That is, two absorbers
with different thicknesses will have similar light-trapping properties if they have a similar triplet
(Z∞, Z0, Zp) – which is not equivalent to having the same absorptance spectra Atot(λ0) or same
light pathlength enhancement factor Z (λ0). Reciprocally, once the triplet of parameters is eval-
uated for a given substrate, it should be possible to “predict” Atot for any other substrate having
similar front and rear surface morphologies but a different thickness.
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IV.1.2.b Improvement of light-trapping through nanotexturing

The proposed model for the light pathlength enhancement factor is now used to fit the absorp-
tance spectra shown in the introduction of this section, for SWS and LPD samples. Notice that
the fit is performed in the wavelength range [900,1250 nm]. Results are shown in Figure IV.10(a,b):
for both types of samples, the experimental spectra are shown (open circles) in the top graphs
together with the fitting results (solid curves).

Fig. IV.10: Comparison of experimental absorptance measurements and model results for initial and
nanotextured (a) SWS and (b) LPD samples.

The absolute difference between the measured absorptance and the fitting is less than 1%
in the full range, i.e. below the uncertainties in the absorptance measurements. The proposed
parametrization of the light pathlength enhancement factor is therefore relevant to model the ab-
sorptance of nanotextured samples.

The resulting light pathlength enhancement factor is shown in Figure IV.11. The unetched SWS
sample originally has strong light-trapping properties, as expected from the analysis in introduc-
tion of this section: this property is explained by the initial texture of both rear and front surfaces,
inducing a high level of scattering. As they are etched, the light-trapping properties of SWS sam-
ples slightly decline: for wavelengths above 1150 nm, Zmod decreases with the etching time.

Fig. IV.11: Light pathlength enhancement factor computed for (a) SWS and (b) LPD samples.
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In contrast, Zmod is relatively low in the full wavelength range for the initial LPD sample, con-
firming its poor initial light-trapping properties, due to a low level of scattering at both interfaces.
After 5 min of texturing, almost no change can be observed, however, after 15 and 30 min of etch-
ing, the light pathlength enhancement factor increases significantly up to values similar to the
SWS samples (here the comparison is valid because the absorbers have similar thicknesses). It
can be concluded that, after 30 min of nanotexturing, the scattering from the front (nanotextured)
surface of LPD samples becomes high enough for light-trapping to be effective, even with a weakly
scattering rear-surface.

In order to link the light-trapping properties to the nanotextured surface morphology, Fig-
ure IV.12 shows the evolution of Z0, Z∞ and Zp with the nanostructure average width for SWS and
LPD samples. As expected, the light-trapping properties of the SWS samples are only slightly af-
fected by the presence of nanostructures on the front surface: Z∞, and Zp stay constant (close
to 1), while Z0 decreases but remains relatively high: from 29 initially to 25 when large structures
(ΛNS ≈ 3.5µm) are formed on the front surface by plasma etching.

In contrast, the light-trapping properties of the LPD samples remain relatively constant un-
til the nanostructures attain an average width above 100 nm. Above that, Z0 increases and Zp

decreases significantly (as a reminder for the proposed model: the lower Zp, the better the light
trapping). Interestingly, the light-trapping properties of the LPD samples become similar to the
SWS samples when the nanostructures have an average width above 750 nm.

Fig. IV.12: Evolution of light path enhancement factor parameters (Z∞, Z0, Zp) with nanostructure average
width on SWS and LPD samples.

IV.1.2.c Comparison with different light-trapping designs

The absorptance of nanotextured c-Si samples has been appropriately modelled by parametriz-
ing the light pathlength enhancement factor with Equation (IV.7). Significant improvements of
light-trapping properties have been demonstrated using front surface plasma nanotexturing of
c-Si absorbers (with initially poorly scattering surfaces). However, the performances of nanotex-
tured surfaces have still to be compared to other structures, in particular, pyramid microstruc-
tures obtained by alkaline etching which have been shown to induce strong light-trapping [12]
and represent the industrial standard for monocrystalline c-Si solar cells. For a fair comparison
with absorbers of different thicknesses, it is first required to demonstrate that the triplet of param-
eters (Z∞, Z0, Zp) is indeed independent from the absorber thickness in the case of nanotextured
samples.

Clarification of sample designation. Apart from demonstrating the strong influence of nan-
otexturing on the light-trapping properties of c-Si absorbers, previous results have importantly
recalled that absorptance (and therefore light-trapping) strongly depends on the morphology of
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both the front and rear sides of the absorber. For the sake of clarity, the designation of samples will
therefore be detailed in the present section, taking the form: “front surface morphology / thickness
(in µm) / back surface morphology”.

As an example, a double-side mirror polished sample with a thickness of 280µm will be des-
ignated by “P/280/P” (“P” for “planar”). Nanotextured samples will for instance be labelled by
“NS/280/P” (“NS” for “nanostructures”), designating a 280µm thick absorber with a nanotextured
front side and a planar rear surface. Notice that for asymmetric samples, the order of the sur-
faces will become meaningful when detailing absorptance measurements, which may be taken by
illuminating either the front or back side of the samples. In addition, all the nanotextured sam-
ples used in this study have been obtained with the same recipe (baseline process defined in sec-
tion III.1.1.c Chapter III, with an etching time of 30 min and leading to ΛNS ≈ 750nm), which has
been shown to induce strong light-trapping on LPD samples (see section IV.1.2.b).

Moreover, only the absorptance has been measured in this study: the fitting is therefore made
using the additional assumption that the front surface reflectance, Rf, is constant over the wave-
length range, according to the following equation:

Atot(λ0) = 1−Rf + [∆a0 − (1−Rf)]e−αSi(λ0)Z (λ0)w (IV.8)

where Rf becomes a fitting parameter and ∆a0 represents the deviation of the absorptance mea-
surement in the weak absorption limit, as in Equation (IV.6): this parameter is interpreted as a
discrepancy in the measurements (which is not significant when characterizing the optical prop-
erties of the samples).

Independence from absorber thickness. In order to verify that the parametrization is indeed
independent from the absorber thickness for nanotextured samples, tests have been performed
using samples of different thicknesses: (287±2)µm and (83±2)µm. For each case, total absorp-
tance has been measured on reference (unetched) samples and on samples with a nanotextured
front side.

Measurements are shown in the top row of graphs in Figure IV.13(a,b) (symbols corresponding
to experimental results). Regardless of the absorber thickness, the absorptance is lowest for the
planar samples (P/287/P and P/83/P) since both surfaces of these samples are highly reflective
and non-diffusing. In contrast, single side nanotextured samples (NS/287/P and NS/83/P) have
the highest absorptance when illuminated from the front side, which is both anti-reflective and
strongly diffusing. For the same samples, the absorptance is lower when illuminating the back
surface than the front (due to the high reflectivity of the planar back surface) but much larger than
the absorptance on corresponding planar samples – for wavelengths below 1150 nm and down to
1000 nm (for sample NS/287/P) or 900 nm (for sample NS/83/P). It can therefore be concluded
that light-trapping is strongly promoted regardless of the location (front or back) of the diffusing
surface.

The experimental results for the 287µm thick samples have been fitted using Equations (IV.7)
and (IV.8), and the results shown by the solid curves in Figure IV.13(a). The middle row of graph
shows that the difference between the experiments and the fitting curves is lower than 1.3%abs in
the whole range. The result fitting light pathlength enhancement is shown in the bottom graph
Figure IV.13(a), while the corresponding parameters (Z∞, Z0, Zp) are gathered in Table IV.1. The
light pathlength enhancement curves in the bottom graph of Figure IV.13(a) show the large im-
provement of light-trapping obtained by nanotexturing. Actually, comparing the parameters in
Table IV.1, it can be seen that from the triplet (Z∞, Z0, Zp) only Z0 is affected (going up to 22 for the
nanotextured sample with front illumination, compared to 1.2 for the planar c-Si slab), while Z∞
and Zp are essentially unaffected.

Interestingly, the light pathlength enhancement factor is very similar for front or back illumi-
nation, demonstrating that the light-trapping performances obtained through nanotexturing do
not significantly depend on the side where light first penetrates the absorber. In fact, the small
difference depending on the illuminated side comes from the importance of the first path through
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Fig. IV.13: (a) Measured absorptance spectra for 287µm thick samples: (top) symbols show experimental
data and solid curves correspond to fittings; (middle) difference between fit and measurement;

(bottom) corresponding light pathlength enhancement factor. (b) Results for 83µm thick samples with
identical surface morphologies: dashed curves here show predicted absorptance and light path
enhancement factor (using light trapping parameters obtained for the 287µm thick samples).

the absorber [10]. Sample NS/287/P has a strongly diffusing front side and a planar (specularly
reflecting) back side: if the front side is illuminated, light is diffused immediately upon entry; in
contrast, if the back side is illuminated (at normal incidence), all light will first travel in a normal
direction through the absorber, and only be scattered when reflected at the front side.

The method is now reversed for 83µm: rather than fitting the absorptance measurements on
these samples, we instead use the values of Rf and (Z∞, Z0, Zp) obtained for the 287µm samples to
predict the absorptance on the thinner samples. To this aim, Equations (IV.7) and (IV.8) are used:
Figure IV.13(b) compares the predicted spectra (dashed curves) with the experimental results. It
can be observed that the model computation satisfactorily predicts the absorptance of the 83µm
samples regardless of the sample surface morphologies or illuminated side. The difference be-
tween the experiment and the model – shown in the middle row of graph in Figure IV.13(b) – is
lower than 2%abs for samples P/83/P and NS/83/P with front illumination. For sample NS/83/P
illuminated from the back side, a larger deviation (up to 4%abs) is observed, but seems to mostly
correspond to a constant offset, therefore rather attributed to a deviation of Rf.

Given these results, it can be concluded that the proposed parametrization of the light path-
length enhancement factor is indeed independent from the absorber thickness in the case of single
side nanotextured samples. Two important implications should therefore be highlighted: (i) other
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Tab. IV.1: Light-trapping parameters obtained from fitting of absorptance curves shown in Figure IV.13(a).
NA: not applicable.

Sample
Illuminated Fitting results

side Rf (%) Z∞ Z0 Zp

P/287/P NA 32 1.0 1.2 1.7

NS/287/P
Front 4.8 1.0 22.2 1.5
Back 33.1 1.0 20.9 1.9

light-trapping schemes can be compared to nanotextured samples by direct comparison of the
triplet (Z∞, Z0, Zp) regardless of the thickness of the absorbers; (ii) once the triplet (Z∞, Z0, Zp) has
been determined for a given structure (e.g. including a plasma nanotextured surface), the absorp-
tance of samples having identical surface morphologies but different thicknesses can easily be
predicted (and for instance used in a model).

Comparison with different light-trapping schemes. Lastly, light-trapping performances achiev-
able through nanotexturing are compared to other schemes. For this analysis, five types of sam-
ples will be used, as schematized in Figure IV.14(a). The previously studied structures – i.e. double
side mirror polished samples (P/287/P) and single side plasma nanotextured samples (NS/287/P)
– will be compared to: double side nanotextured samples (NS/287/NS), double side alkaline tex-
tured samples with microscale pyramids (Pyr/238/Pyr) and finally double side pyramid textured
samples with one plasma nanotextured side (Pyr+NS/238/Pyr). These five different light-trapping
schemes involve three types of textured surfaces: SEM images of the surface morphologies are
displayed in Figure IV.14(b).

Fig. IV.14: (a) Schematics of the five types of light-trapping schemes. Colors will be used as keys in
Figure IV.15. (b) SEM tilted view images of plasma nanotextured surface, pyramid microstructures

obtained by alkaline etching and nanotextured pyramids.

Absorptance has been measured for all samples (with illumination from the front or the back
side for asymmetric samples) and the results fitted using Equations (IV.7) and (IV.8). Results are
shown in Figure IV.15(a,b): top graphs show the experimental absorptance spectra while bottom
graphs show the light pathlength enhancement obtained from the fitting. The results obtained for
planar and nanotextured samples are voluntarily separated from the pyramid textured samples
due to the different thicknesses: a direct comparison of the absorptance or the light pathlength
enhancement factor would be irrelevant, as previously highlighted. For a fair comparison of light-
trapping properties between samples of different thicknesses, one has to rely on the values of the
fitting parameters, Rf and the triplets (Z∞, Z0, Zp), which are gathered in Table IV.2.
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Fig. IV.15: Measured absorptance spectra (top) and corresponding light path enhancement factor (bottom)
for different light-trapping schemes: (a) planar and nanotextured samples, (b) pyramid textured samples.

First, Figure IV.15(a) shows that the absorptance spectra obtained for samples NS/287/NS and
NS/287/P (measured with front illumination) are similar, although a small deviation is observed
for λ0 < 1050nm, possibly due to a small difference of front reflectance. This observation suggests
identical light-trapping properties, however, the light pathlength enhancement factor in the bot-
tom row of graphs show that light-trapping is slightly diminished (especially in the limit of weak
absorption) for the double side nanotextured sample (as a reminder, the direct comparison of
Zmod is here valid because the absorbers have an identical thickness). For both samples, light is
scattered directly upon penetration (at the first path): for sample NS/287/P the back surface will
reflect a large part of the light, while on sample NS/287/NS the back surface is also anti-reflective
and a large portion of light will escape and the light pathlength enhancement will be compara-
tively lower.

We then consider the results for pyramid textured samples (Pyr/238/Pyr and Pyr+NS/238/Pyr)
displayed in Figure IV.15(b). From the values at the shortest wavelength (see also values of Rf in Ta-
ble IV.2), it is observed that the front reflectance of the pyramid textured surface lies around 11%,
i.e. higher than the value obtained for nanotextured surface (around 4%). When “superimpos-
ing” nanostructures on the pyramids by plasma texturing, the reflectance of the surface decreases
further to around 3%.

A very high light pathlength enhancement factor is obtained for the double side pyramid tex-
tured sample, demonstrating that these structures induce strong light-trapping, owing to the scat-
tering properties of both surfaces. In the case of sample Pyr+NS/238/Pyr (illuminated either from
the back or the front), the light pathlength enhancement factor is significantly decreased for λ0 >
1100nm compared to sample Pyr/238/Pyr. This effect is again attributed to the anti-reflective
properties of the nanotextured surface: while both surfaces remain highly scattering, light within
the c-Si can more easily escape on the nanotextured side.

155



IV.1. OPTICAL PROPERTIES OF NANOTEXTURED SILICON SURFACES

Lastly, the fitting results in Table IV.2 conclusively demonstrate that pyramid texturing leads
to superior light-trapping than single (or even double) side nanotexturing. In particular, the light
pathlength enhancement factor in the limit of weak absorption (represent by the value of Z0) is
significantly higher for sample Pyr/238/Pyr (Z0 = 27) than for sample NS/287/P (illuminated from
the front, Z0 = 22), for similar values of Z∞ and Zp.

Tab. IV.2: Light-trapping parameters obtained from fitting of absorptance curves measured on samples
with various surface textures. In all cases, the coefficient of determination of the fitting is higher than

0.9998. NA: not applicable.

Type Sample
Thickness Illuminated Fitting results

(µm) side Rf (%) Z∞ Z0 Zp

Symmetric

P/287/P 287 NA 32 1.0 1.2 1.7
Pyr/238/Pyr 238 NA 11.1 1.0 27.0 1.3
NS/287/NS 287 NA 3.6 1.0 19.1 1.3

Asymmetric

NS/287/P 287
Front 4.8 1.0 22.2 1.5
Back 33.1 1.0 20.9 1.9

Pyr+NS/238/Pyr 238
Front 2.8 1.0 22.9 1.3
Back 11.3 1.0 23.4 1.1

IV.1.3 Synthesis: light management through front side nanotexturing

As a conclusion to this investigation on optical properties, it has been shown that single side
plasma nanotexturing significantly enhances absorptance in c-Si substrates, owing both to broad-
band anti-reflection and light-trapping in the near-IR range. These properties are notably valuable
for photovoltaic applications, but should be compared to other light management schemes. In
particular, for monocrystalline solar cells, the current standard corresponds to double side pyra-
mid texturing with a front anti-reflective coating.

The comparison will be done using graphs in Figure IV.16, showing the absorption and losses of
photon flux (in the AM1.5g spectrum) for different structures, at normal incidence. Graph (a) illus-
trates the base case of a perfectly flat 180µm thick absorber (theoretical computation). Graph (b)
corresponds to a double side pyramid textured structure with a front ARC (optical properties com-
puted using the “wafer ray tracer” online tool from PV Lighthouse [13], with the following pa-
rameters: 180µm absorber, double side random upright pyramids with an angle of 54.74° and a
base width of 5µm, 75 nm SiNx front coating, no rear coating). Finally, graph (c) corresponds to a
single-side nanotextured 180µm thick c-Si slab (absorptance and front reflectance computed us-
ing the properties of sample NS/287/P: front reflectance has been used directly – and extrapolated
in the near IR range using Equation (IV.5), while absorptance has been estimated using the light
pathlength enhancement factor parameters from Table IV.2 and Equations (IV.6) and (IV.7)).

The planar c-Si slab case in Figure IV.16(a) has been discussed in introduction of this section,
and leads to large losses due to both high front reflection and poor light-trapping. In compari-
son, the implementation of either pyramid texturing (with an additional ARC) or nanotexturing
greatly reduces optical losses. Interestingly, both structures lead to very similar values of photo-
generated current densities. Indeed, in both cases the losses in photogenerated current density
due to front reflectance are cut by a factor of 10 (from 16.2 mA ·cm−2 in the planar case to around
1.5 mA ·cm−2). Concomitantly, losses due to weak absorption in the near-IR range are reduced by
22%rel (from 4.5 mA ·cm−2 to around 3.5 mA ·cm−2). Overall, the expected photogenerated current
density is increased by more than 60%rel (from 25.6 mA ·cm−2 to around 41.5 mA ·cm−2). In any
case, it should be recalled that the absolute values of photogenerated current densities obtained
here are still not representative of the photogeneration in a solar cell, as several contributions are
not included. For instance in the case of a monofacial PERC cell, the shading from front contacts
or the contribution of the rear contacts to light-trapping are not taken into account.
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Nevertheless, it can be concluded that front surface nanotexturing leads to improved light
management in c-Si absorbers. In the case of monocrystalline solar cells, no added value (in terms
of optical properties) can, however, be demonstrated compared to pyramid texturing - except the
absence of a need for an ARC. In contrast, for multicrystalline solar cells, reduction of front re-
flectance through chemical texturing has been shown less effective (see Chapter I section I.2.3.b),
and plasma nanotexturing represents a promising alternative.

Fig. IV.16: Normal incidence absorption and losses in solar photon flux (AM1.5g spectrum) for 180µm
thick absorbers with: (a) planar surfaces (theoretical computation), (b) double side pyramid texturing and
front ARC (simulated by ray tracing), (c) front nanotextured surface (computation based on experimental

results for sample NS/287/P).

Finally, the enhanced optical properties obtained through plasma nanotexturing often come
at the expense of reduced electrical properties [14, 15]: front surface nanotexturing indeed leads to
enhanced surface area, while defects may additionally be created by plasma etching, both effects
leading to enhanced recombination of electrical carriers close to the surface. The passivation of
plasma nanotextured c-Si surfaces has therefore been investigated, and these results will be pre-
sented in the next section.
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IV.2 Passivation of Nanotextured Silicon Surfaces

Outstanding optical properties, both in terms of anti-reflection and light-trapping, have been
achieved using SF6/O2 plasma nanotexturing of c-Si surfaces. Nevertheless, the implementation
of plasma texturing in the fabrication of high efficiency c-Si solar cells still proves challenging: in-
deed, both ultraviolet light and ion bombardment from the plasma can induce defects in the c-Si,
such as vacancies or impurities [16, 17], which may act as strong recombination centers with-
out the application of a proper passivation technique. In addition, the high aspect ratio of the
nanostructures prevents the conformal deposition of passivation layers, such as plasma enhanced
chemical vapor deposited amorphous silicon nitride (SiNx) and leads to high values of surface area
enhancement factor (ratio between the real surface area and the projected surface area). This area
enhancement intrinsically increases recombination events at the surface [18]. While the confor-
mality issue can be solved using Atomic Layer Deposition (ALD) of amorphous alumina (Al2O3)
for instance, the surface area enhancement cannot be avoided.

The passivation of SF6/O2 plasma nanotextured surfaces has therefore been investigated using
ALD-Al2O3 deposition [19]. In the following, a short description of the experimental methods will
first be given. Then, the dynamic evolution of passivation quality will be investigated for differ-
ent process conditions. The contribution of ion bombardment on the degradation of the surface
passivation will be distinguished from the effect of enhanced surface area. Finally, attempts at mit-
igating the effect of ion bombardment will be made by the application of a dry “damage removal
etching”.

IV.2.1 ALD Al2O3 Surface Passivation

IV.2.1.a Short description of the ALD process

ALD is a thin-film deposition technique based on the sequential pulsing of precursors in the re-
actor, as schematically described in Figure IV.17. Many reviews on the ALD process are available
in the literature (see for instance [20]) and only the key features of ALD deposition will here be
recalled. Starting from an initial (functionalized) surface, a first precursor is introduced in the re-
actor (pulse 1): owing to self-limiting chemical reactions with the surface, a first molecule or atom
(red circles on the schematic), will be deposited conformally and uniformly until saturation of all
available sites on the surface. The reactor is then purged to remove remaining precursor molecules
and by-products. A second precursor is introduced (pulse 2), and another molecule or atom is de-
posited (blue circles), forming a complete monolayer of the desired material. Another purge is
performed and the ALD cycle can be repeated for the deposition of subsequent monolayers. The
process is actually effective in a limited range of substrate temperature called the “ALD window”,
where the growth per cycle (and therefore the final layer thickness) can be finely controlled.

Fig. IV.17: Schematic of ALD process showing initial surface, ALD cycle and deposited layer (here after 3
cycles). Layer stoichiometry and details of molecules (precursors and by-product) are fictitious.
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In the present study, a Picosun R-200 reactor has been used for the simultaneous front and
rear deposition of Al2O3 layers on c-Si samples. Trimethylaluminium (TMA) and H2O have been
used as precursors, and the process was performed at a temperature of 150 ◦C. A total of 60 cycles
was performed for each coating, corresponding to the deposition of an Al2O3 layer approximately
7 nm thick. After deposition, the sample is annealed at 350 ◦C during 30 min. This process recipe
(ALD deposition and annealing) has been developed by Fabien Lebreton, as part of his PhD thesis
carried out in the LPICM on the passivation of c-Si surfaces [21].

IV.2.1.b Samples and texturing process

In this study, 180µm thick n-type doped c-Si CZ (100) samples, with a resistivity of 4.5 Ω ·cm and
an area of 5×5 cm2, have been used (cut from DWS wafers, see also description of the initial surface
morphology in Chapter III). As described in Figure IV.18, a saw damage removal (SDR) process has
first been applied (outsourced), and a total of 26 samples has been processed, plus ten reference
(i.e. untextured) samples.

Fig. IV.18: (a) Performed process flow for passivation of plasma nanotextured c-Si surfaces. Step 0 has been
outsourced; all other steps are performed at the LPICM. In study of section IV.2.2, conditions are varied

only for step 2 (nanotexturing), see Table IV.3.

Afterwards, the samples were HF cleaned (step 1), then textured on one side using an SF6/O2

plasma (step 2). The range of parameters for the nanotexturing process is given in Table IV.3:
the gas composition and pressure correspond to the baseline recipe defined in Chapter III, and
only the coupled power and excitation voltage were varied. Also notice that three samples were
processed simultaneously although only one of them was then passivated: to avoid large non-
uniformities across the samples (due to the ion flux non-uniformity identified in Chapter II), the
samples were placed as close as possible to the center of the electrode. Reference samples for pas-
sivation did not go through steps 1 and 2. Notice that no chemical “Damage Removal Etching”
(DRE) step has been performed after texturing.

After texturing, another HF dip is performed (step 3), before the samples are loaded in the ALD
reactor. The Al2O3 layer is deposited (step 4) and annealed (step 5) using the recipe described in
the previous section, and the samples are subsequently illuminated at 1 mW ·cm−2 overnight to
ensure trap saturation in Al2O3 [22].

After the full process, the effective minority carrier lifetime, τeff, of the passivated samples
has been measured by photo-conductance decay using a WCT-120 from Sinton instruments. For
reference (symmetric) samples, this measurement can be used to compute the effective surface
recombination velocity with:

Sref
eff =

(
1

τeff
− 1

τbulk

)
w

2
(IV.9)

where τbulk is the bulk lifetime (computation from [23]) and w the sample thickness.
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Tab. IV.3: c-Si nanotexturing process parameters used for study presented section IV.2.2. Varied
parameters are indicated by an asterisk. Schematic (to scale) of substrate electrode with sample locations

during process.

Input parameters Sample locations

G
a

se
s

Pressure, Pr 30 mTorr
Nature SF6+ O2

Total input flux 105 sccm
SF6content 57 %

Vo
lt

a
ge Signal basis freq., f0 13.56 MHz

*# of harmonics, n 1 (single-freq.), 3 (TVWs)
*Power, Pw 35 or 55 W

Su
b

st
ra

te
s Sample type DWS (SDR)

Sample size 5×5 cm2

Temperature, TS 25 ◦C
*Etching time, te 2, 5, 10, 20 min

IV.2.2 Passivation of Plasma Nanotextured Silicon Surfaces

IV.2.2.a Baseline passivation results

Before studying the effect of plasma nanotexturing, the quality of surface passivation is evaluated
on unetched samples which serve as (symmetric) reference samples. A total of ten unetched sam-
ples has been passivated: all samples (except the first two) have been obtained in different ALD
runs. Results are displayed in Figure IV.19: the minority carrier lifetime for each reference sam-
ple is shown in graph (a) at an injection level of 1015 cm−3, while the full minority carrier lifetime
curves are shown in graph (b) for the best, median and worst samples amongst the ten references.

Fig. IV.19: (a) Effective minority carrier lifetime (at an injection level of 1015 cm−3) of unetched samples.
Labels indicate the effective SRV value (cm · s−1). (b) Effective minority carrier lifetime for best, median

and worst reference samples. Notice logarithmic vertical scale on both graphs.

A relatively large distribution of τeff is observed in Figure IV.19(a): values ranging from 0.35 to
2 ms have been obtained, i.e. almost an order of magnitude of difference. Interestingly, the only
two reference samples processed in the same run (#1) have very similar passivation properties (τeff

close to 900µs). Since the samples undergo several process steps (in particular an HF dip and an
annealing), the main cause(s) for the dispersion in the results cannot be identified. However, the
distribution seems to be centered on a value close to 1 ms (corresponding to an average effective
SRV of 7.4 cm · s−1), which will be considered as the baseline. However, due to the relatively large
distribution of values for reference samples, the measured SRV values obtained on single nanotex-
tured samples will be considered to be reliable within only ±20%rel.
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For nanotextured samples, the texturing process will only affect the passivation quality on the
processed (front) side of the sample: in order to isolate this contribution, the “front SRV”, Sf, will
be computed [24]:

Sf =
(

1

τeff
− 1

τbulk

)
w −Sref

eff (IV.10)

where Sref
eff is the contribution of the back surface, which will here be taken as the effective SRV cor-

responding to the average effective lifetime for the symmetric reference samples, i.e. 7.4 cm · s−1.
In the following sections, all the results and analyses will be made based solely on the front SRV.

IV.2.2.b Dynamics of passivation degradation

In a first set of tests, the dynamical evolution of the sample properties is investigated for four differ-
ent process conditions, detailed in Table IV.4. For these experiments, the ion bombardment energy
at the substrate electrode was varied at an identical coupled power (Pw = 35W) by applying differ-
ent voltage waveforms (TVW mode). Since the ion energy could not be increased to values higher
than around 115 eV, a supplementary case was added using single-frequency excitation (RF mode)
at Pw = 55W (corresponding to the baseline recipe introduced in Chapter III section III.1.1.c). No-
tice that the ion flux energy distribution was not measured in these cases so that the analysis will
only rely on the calculated ion bombardment energy Ecalc, which represents a reasonable proxy
for the maximal ion bombardment energy on the substrate electrode, as shown in Chapter II.

Tab. IV.4: Voltage excitation parameters used for c-Si nanotexturing step in study presented
section IV.2.2.b. Constant parameters: Pr = 30mTorr, 105 sccm SF6/O2 incoming flux (57% SF6). NA: not

applicable.

Coupled Basis Number of Phase-shift Self-bias Ion energy,
power, Pw freq., f0 harmonics, n Θ/π voltage, VDC Ecalc

(W) (MHz) (rad/π) (V) (eV)

35 13.56 3 (TVW) 0.5 -81 ± 2 115 ± 8
35 13.56 3 (TVW) 0.75 -65 ± 2 105 ± 8
35 13.56 3 (TVW) 1 -35 ± 1 85 ± 4
55 13.56 1 (single-freq.) NA -145 ± 3 190 ± 12

Results are shown in Figure IV.20: graph (a) first shows the evolution of the effective reflectance
as a function of the process time. Notice that the displayed values correspond to the reflectance
measured after the deposition of the Al2O3 layer which has a (small) additional anti-reflective ef-
fect, due to a refractive index intermediate (around 1.6 at λ0 = 633nm, [21, 25]) between the in-
dices of air and c-Si. The effective reflectance of the samples continuously decreases with a rate
depending on the process conditions, in particular only a slight – barely significant – decrease
is observed for samples textured at Ecalc = 85eV. From the samples etched in TVW excitation
mode, it appears that the higher the ion bombardment, the faster the decrease (which is consis-
tent with the results of Chapter III): after 10 min, the reflectance of these samples is about 35%,
7% and 3% for Ecalc = 85, 105 and 115 eV, respectively. The samples textured in RF mode (at 55 W,
Ecalc = 190eV and Reff = 11% after 10 min) do not fall within this trend. Based on the results of
Chapter III, the hidden parameter is possibly the total ion flux (not measured here).

The evolution of the front SRV during the process is shown in Figure IV.20(b). At Ecalc = 85eV,
the evolution is not significant until a process time of 10 min where Sf increases to around 20 cm · s−1

compared to the initial value of 7.4 cm · s−1. The situation is quite different when the ion bom-
bardment energy is higher than 100 eV: the surface recombination velocity jumps after 2 min of
texturing, and the magnitude of the rise is directly correlated to the ion bombardment energy. At
105 eV, Sf increases to 40 cm · s−1, while at 190 eV, Sf rises by almost two orders of magnitude. This
effect is attributed to the rapid formation of a plasma-induced damaged layer and the simultane-
ous increase in surface area (both contributions will be further discussed in the next section). The
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Fig. IV.20: Evolution of (a) effective reflectance and (b) front SRV with etching time for different
nanotexturing process conditions. Circled data points in the graphs correspond to SEM images shown in

Figure IV.21.

dependence on the ion bombardment energy suggests that the depth of the damaged layer and/or
the density of electrically active defects mostly depend on the energy of incoming ions. As the pro-
cess continues, Sf remains fairly stable relative to the observed initial jump, showing that at an ion
bombardment energy higher than 100 eV a large density of electrically active defects are created
in less than 2 min. Afterwards, the damaged layer properties (e.g. depth or density of electrically
active defects) are either constant or do not sufficiently evolve to affect the surface passivation
quality.

Regarding the samples processed at Ecalc = 85eV, the very small reduction of Reff and the slow
increase in Sf suggests that the texturing is not operating similarly as in the other three cases. This
is confirmed by comparing SEM images of samples A (10 min, 85 eV) and B (10 min, 115 eV), in
Figure IV.21: while nanocones are indeed observed on sample B, the surface of sample A seems
relatively smooth with only the presence of isolated “nanoholes” (indicated by white arrows in the
SEM images) that appear similar to the ones observed in section III.3.3.b Chapter III.

Fig. IV.21: SEM images of samples A and B (circled points in Figure IV.20), textured for 10 min at Pw = 35W,
with Ecalc = 85 and 115 eV, respectively. See other process conditions in Tables IV.3 and IV.4.
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IV.2.2.c Disentangling the effects of plasma induced defects and surface area enhancement

The energy of ions bombarding the surface has been shown to strongly influence the final passi-
vation quality of nanotextured samples. However, the increasing surface area will simultaneously
affect the front SRV value. In order to discriminate between both contributions, additional tests
have been performed at different ion bombardment energies, and the surface area enhancement
due to the texturing will be estimated for all samples.

To this aim, corona-voltage measurements (using a Semilab PV-2000A tool) have been per-
formed on the passivated samples. This method allows the measurement of the surface potential
(more precisely the contact voltage difference between the surface and the Kelvin-probe) while
incrementally depositing electric charges using a corona discharge. The dielectric capacitance
of the Al2O3 layer can be computed from the slope in the corona-voltage measurement [26, 27].
Thus, assuming the Al2O3 layer electrical properties and thickness are constant on the surface
and between the samples, the dielectric layer capacitance only depends on the “real” area of the
surface. The surface area enhancement factor, ΣNS, is finally estimated by the ratio of the slopes
obtained on corona-voltage curves measured for unetched and textured samples. By definition,
ΣNS = 1 for reference samples, and for nanotextured samples, measurement uncertainties for ΣNS

are estimated at ±10%rel.

Figure IV.22 shows the evolution of the local front SRV, Sf/ΣNS, values as a function of Ecalc

for the 21 available passivated samples (with an etching time comprised between 2 and 20 min).
Despite the relatively large uncertainties, the SRV is observed to drastically increase with increas-
ing ion bombardment energy, while the etching time has no obvious effect. This observation is
consistent with the dynamical study from section IV.2.2.b: the damaged layer is formed within less
than 2 min, after what the passivation quality is not significantly evolving. A relatively robust trend
is actually obtained, represented by the dashed fitting line corresponding to an exponential law:
above 85 eV, increasing the ion bombardment energy by 40 eV corresponds to a three-fold upsurge
in local SRV. It can therefore be concluded that increasing the ion bombardment energy directly
leads to higher local densities of electrically active defects, acting as recombination centers.

Ion bombardment energies below 85 eV have not been probed with the tested conditions:
however, it appears that at 85 eV, it is possible to obtain local SRV values close to the reference
samples, even after 10 or 20 min of process. This observation suggests that, at 85 eV, the electri-
cally active defects created by plasma texturing have a very low density, and are only moderately
degrading surface passivation.

Fig. IV.22: Evolution of local front surface recombination velocity with ion bombardment energy for 21
samples textured during 2, 5, 10 or 20 min.
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While the computation of a local SRV helps one to understand the phenomena at play, the
surface area enhancement is unavoidable when reducing reflectance through texturing (but ΣNS

should be kept as low as possible in order to achieve low effective SRV values). Therefore, a syn-
thesis of the sample properties is proposed in Figure IV.23 showing the effective SRV as a function
of the effective reflectance for all available samples. In this graph, labels indicate the surface area
enhancement factor, ΣNS, for all nanotextured samples. It should be recalled that the final goal is
to simultaneously obtain a low SRV and a low effective reflectance.

Figure IV.23 first shows that effective reflectance values below 5% have been obtained for sam-
ples with surface area enhancement factors ranging roughly from 2.3 to 4.2. Consequently, strong
anti-reflective behavior can be obtained through plasma nanotexturing while keeping the surface
area enhancement relatively low (and therefore mitigating its contribution to the degradation of
the passivation quality).

The “apparent” best trade-off obtained during this study seems to correspond to sample C (in-
dicated by the black arrow in Figure IV.23) with the following characteristics: Reff = (4.5±1.0)%
and Sf = (38±7)cm · s−1. The reflectance spectrum and lifetime measurement corresponding to
this sample are shown in Figure IV.24(a) and (b) respectively, together with the measurements ob-
tained for reference samples. This result is very promising as the local SRV of this sample is around
12 cm · s−1, i.e. close to the reference value of 7.4 cm · s−1. If confirmed, this result would suggest
that the nanotexturing is not limiting the passivation quality, however, additional tests would be
needed for definitive validation (due especially to the large uncertainties).

Finally, it should be highlighted that sample C has been obtained by a 10 min process at Pw =
35W, using TVW excitation (basis frequency f0 = 13.56MHz, number of harmonics n = 3, phase-
shift Θ/π = 1.5 – corresponding to “sawtooth-down” waveforms). The ion bombardment energy
during the process was estimated at Ecalc = (84±8)eV. Interestingly, sample A (obtained in the dy-
namical study in section IV.2.2.b) was processed in similar conditions (same power and ion bom-
bardment energy) except with “sawtooth-up” waveforms (Θ/π = 1.5), but the nanotexturing pro-
cess was shown to be much less effective. Given the results of Chapter III, a difference in ion flux
may explain the very different final properties between samples A and C: the influence (if any) of
this parameter on the final passivation quality should also be investigated more carefully.
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Fig. IV.23: Effective front surface recombination velocity versus effective reflectance for all passivated
samples. Labels indicate surface area enhancement factors for nanotextured samples.

Fig. IV.24: (a) Reflectance spectrum and (b) lifetime measurement for nanotextured sample C (identified as
“best trade-off” in section IV.2.2.c), compared to reference samples. Reminder: 5×5 cm2 CZ (100) n-type

substrates, resistivity of 4.5 Ω ·cm, thickness w = 180µm.
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Summary

The optical properties of SF6/O2 plasma nanotextured c-Si surfaces have been investigated in-
depth as a function of the nanostructure morphology, and the most important findings are recalled
below:

• The broadband anti-reflective properties of nanotextured c-Si surfaces (in the wavelength
range [250,1000 nm]) lead to effective reflectance values below 2%, and are explained both
by the nanostructure average height HNS and widthΛNS .

• A simple 1D multilayer effective medium model reliably describes the effective reflectance
(at normal incidence) of plasma nanotextured surfaces, forΛNS below approximately 125 nm
(corresponding to HNS ≈ 200nm – due to the positive correlation between both dimensions).
Above this threshold, the 1D multilayer model becomes inaccurate. Above HNS = 200nm,
higher aspect ratio nanostructures would lead to lower effective reflectance.

• The appearance of light-scattering for nanotextured surfaces has first been characterized
by angle-resolved reflectance measurements at λ0 = 633nm (and near normal incidence):
nanotexturing has been shown to dramatically alter the directional reflectance of initially
specularly reflecting surfaces. For large nanostructures (ΛNS ≈750 nm), reflection becomes
relatively uniform in all directions regardless of the initial surface finish.

• To further investigate the influence of nanotexturing on light-trapping performances, the
absorptance (at normal incidence in the range [900,1250 nm]) of c-Si samples has been char-
acterized. A simple parametrization of the light pathlength enhancement factor has been
successfully applied to model the absorptance spectra of c-Si samples with different front
and back surface morphologies. For single-side nanotextured samples with initially poor
light scattering, light-trapping has been shown to dramatically improve forΛNS ≈750 nm.

• Finally, the proposed parametrization has been shown to be independent from the ab-
sorber thickness for nanotextured samples, allowing comparison (and prediction) of ab-
sorptance for absorbers with identical surface morphologies but different thicknesses. Us-
ing this property, it has been shown that single side nanotextured c-Si absorbers achieve
comparable but still weaker light-trapping properties than double side pyramid textured
structures (obtained by alkaline etching).

Surface passivation of plasma nanotextured c-Si surfaces has been investigated experimentally
as a function of the ion bombardment energy during the process. Samples have been passivated
using ALD-Al2O3 and the nanotexturing process conditions have especially been varied using Tai-
lored Voltage Waveforms to obtain different ion bombardment energies at constant plasma power.
Important findings revealed by this study are summarized below:

• The passivation recipe leads to high effective lifetime on reference (untextured) samples,
with an effective lifetime around 1 ms (at an injection level of 1015 cm−3, averaged over
ten samples) corresponding to an effective surface recombination velocity (SRV) around
7.4 cm · s−1. The effective reflectance of these samples is, however, very high (36.7%).

• On nanotextured samples, both the increase of the surface area and the creation of defects
due to the ion bombardment induced much higher effective SRV values (roughly between
40 and 800 cm · s−1 for samples with an effective reflectance below 5%). The contribution of
surface area enhancement has been successfully isolated, and a positive link between the
ion bombardment during the process and the final SRV of the textured surface has been
demonstrated: above around 85 eV, increasing the ion bombardment energy by 40 eV leads
to a threefold rise in local SRV, therefore dramatically decreasing the electronic properties.
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• An apparent acceptable trade-off (although confirmation on complete devices would be re-
quired) has been identified with the following properties: an effective reflectance of 4.5%
and an effective SRV around 38 cm · s−1. This sample was obtained by a 10 min process at
relatively low ion bombardment energy (around 85 eV) and has a surface area enhancement
factor around 3.3: as a consequence, the local SRV of this sample is close to the reference
value (12 cm · s−1 compared to 7.4 cm · s−1). Although further experiments would be required
for confirmation, this result promisingly suggests that passivation quality is not drastically
limited by plasma nanotexturing if ion bombardment energy is kept below 85 eV.
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CONCLUSION AND PERSPECTIVES

SF6/O2 plasma etching of crystalline silicon surfaces has been investigated in a capacitively cou-
pled reactive ion etching system, focusing on the prospect of implementation to front surface nan-
otexturing of c-Si solar cells. The major findings of this work are hereafter summarized together
with their possible implications for future research.

Tailoring SF6/O2 plasma properties

Different electrical asymmetries have been shown to arise when powering an SF6/O2 discharge
with Tailored Voltage Waveforms. The nature of the dominant effect (either Amplitude or Slope
Asymmetry) has been identified in various discharge conditions using particular types of wave-
forms as an innovative probing tool. Consequently, the predominant electron heating mechanism
has been determined, and its influence on ion bombardment at the powered electrode investi-
gated. In discharge conditions relevant for c-Si nanotexturing, large variations in both ion flux
and ion energy have been achieved using TVWs.

The discharge properties have been analyzed on the basis of external electrical parameters
(e.g. self-bias voltage) and the measurement of the ion flux energy distributions at the powered
electrode. Important discharge characteristics are therefore not captured by this method. A more
in-depth understanding could be obtained using additional probing tools (e.g. optical emission
spectroscopy to gain more information on neutral species in the discharge). Alternatively, sim-
ulation approaches could prove more helpful as they would allow a prediction of the electrical
asymmetries depending on discharge parameters, and therefore accelerate the optimization of
etching processes for instance. In particular, the root causes of non-uniformities in ion flux along
the radius of the electrode (as well as the later identified non-uniformities in nanotexturing) could
be better understood and mitigated.

Understanding plasma-surface interactions

In this work, the contribution of ion bombardment on the nanotexturing of c-Si surface during
SF6/O2 etching has been established. A “universal trend” (in the investigated range of conditions)
has been demonstrated: the “bulk etching” yield increases with the ion energy, above an threshold
energy close to 13 eV. Meanwhile, nanostructures are formed and both their average width and
height are controlled by the energy weighted ion fluence during the process. A strong correlation
between the etch depth and the nanostructure height is demonstrated, with a (lost) material thick-
ness equivalent to four times the nanostructure height. In addition, the nanostructure aspect ratio
weakly depends on the instantaneous ion flux but remains constrained to a limited range.

These findings are of great interest for process development but imply restrictions in the range
of available surface properties. Consequently, future investigations should focus on ways to es-
cape the observed trends. In particular, the relative contribution of ions and neutral etchants to
the etching yield should be evaluated. Such an analysis could first be qualitatively attempted by
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varying the SF6 content in the discharge. However, a better knowledge of the chemical nature
of incoming neutrals and ions could also be required: both parameters may affect the etching
yield, and concomitantly the nanostructures evolution. The initiation of the nanotexturing phe-
nomenon also remains to be understood. It has for instance been suggested that adatom diffusion
on the surface could be linked to the initial nanostructure width (here around 40 nm): variations
in the substrate temperature or in the nature of inhibitor species (e.g. through addition of CH4)
could lead to variations in adatom diffusion lengths and translate into different initial nanostruc-
ture width. Finally, from a process standpoint, the c-Si material loss simultaneous to nanotextur-
ing could actually prove useful by combining the nanotexturing step to the “saw damage removal”
usually required after c-Si wafer sawing.

Improving light management

Two major effects obtained through front surface nanotexturing of c-Si substrates have been stud-
ied. A broadband anti-reflective behavior (with an effective reflectance falling below 2%) has first
been shown, while an enhanced light-trapping in the near-IR range has also been demonstrated.
Both properties have been linked to the nanostructure sizes and their combination shown to dras-
tically decrease optical losses in c-Si absorbers. In the investigated nanotexturing regime, op-
timization of light management could be supported by an adequate optical model, but stay re-
stricted due to the demonstrated process limitations (e.g. in terms of achievable nanostructure
morphology).

The improved optical properties obtained through plasma nanotexturing come at the expanse
of increased recombination of photogenerated electrical carriers at the surface, due to defects in-
duced by ion bombardment. This effect can still be mitigated (on Al2O3 passivated samples) by
keeping the ion bombardment energy below around 85 eV. In that respect, the chemical nature of
electrically active defects remains to be identified, as well as their distribution on the surface (or
in the subsurface).

In view of the previously highlighted findings, design rules can be drawn to optimize SF6/O2

plasma nanotexturing of c-Si surfaces for PV applications. First, regarding the surface morphol-
ogy: (i) nanostructures with a height superior to 200 nm are required to decrease effective re-
flectance below 5% at normal incidence; (ii) on initially poorly scattering substrates, nanostruc-
tures should be larger than 750 nm to significantly improve light-trapping in the near-IR range.
Second, from a process standpoint: (iii) both ion flux and ion energy have to be maximized to has-
ten nanostructure growth; (iv) ion energy should however be kept below 85 eV to avoid formation
of electrically deleterious defects (but above the etching threshold - around 13 eV). These require-
ments are conflicting in the case of a single frequency CCP discharge, but the trade-off may be
resolved (at least partly) using TVWs, or other types of plasma reactors (e.g. inductively coupled
plasma systems).
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A.1. BASIC THEORY OF OPERATION

As it has been underlined in Chapter I, section I.1.3.c, some confusion may arise from the avail-
able literature reporting results obtained with a Retarding Field Energy Analyzer (RFEA). In many
cases, this confusion arises from the difference between the Ion Energy Distribution Function
(IEDF) and the Ion Velocity Distribution Function (IVDF). This appendix therefore clarifies the
theory of operation of the employed RFEA system and recalls the definition of the computed quan-
tities. In this work, a “Semion single sensor” from Impedans has been used: a description of this
system is for instance available in [1].

As a foreword (and because it may also lead to misinterpretation), some elements of vocabu-
lary have to be detailed:

• a “flux density” here corresponds to a vector field that is integrated over a surface to ob-
tain a “flux” (consequently, an ion flux density is expressed in [ions ·m−2 · s−1] while a flux is
expressed in [ions · s−1]);

• a “fluence” is the integral of a flux over time (dimensionless, it simply corresponds to a num-
ber of ions), and similarly a “fluence density” is the integral of a flux density over time (units
[ions ·m−2]).

A.1 Basic Theory of Operation

A.1.1 Probe Description and Computation of the RFEA Current

Basic probe design. The schematic of the RFEA probe is displayed in Figure A.1 the probe con-
sists of a chassis placed in the reactor (here on the powered electrode), with an entrance hole and
a series of grids facing the plasma. The RFEA chassis and grid G0 are electrically connected to the
powered electrode so that they take a DC potential equal to VDC: in the following, the self-bias
voltage VDC will be considered as the reference potential.

Fig. A.1: Schematic of the RFEA probe (not to scale) on the powered electrode showing the details of the
grids and collection parts (electric potential illustrated in the right graph relative to VDC).

During operation, both positive ions (kinetic energy E , charge q) and electrons enter the probe.
In the configuration used to obtain the distribution of positive ions, Grid G1 is placed at a nega-
tive potential (relative to VDC) in order to repel electrons. Then, positive ions are filtered in ki-
netic energy thanks to the varying potential of grid G2, VG2, defining the discriminator voltage
Vd =VG2−VDC: ions with a kinetic energy (at the entrance of the probe) higher than qVd are trans-
mitted to the collector C, while lower energy ions are repelled. Vd is increased incrementally in
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a user-defined range, usually from Vd = 0 (VG2 = VDC, there is no potential barrier, i.e. all ions
are collected) to some value Vmax (at least enough to repel all ions and acquire the full ion dis-
tribution). In addition, grid G3 is inserted before the collector with a potential VG3 < VC to avoid
injection of secondary electrons (created by ions bombarding the collector) in the plasma.

Finally, for the RFEA used in the present work, the entrance aperture in fact consists of sev-
eral holes with a total opening area A = 1.86×10−5 m2, and each grid has a transmission factor of
T = 0.5 (according to the manufacturer specifications).

Computation of the RFEA current. The density of positive ions in the volume facing the RFEA
(and just above it) is nions, defined as a function of the Ion Velocity Distribution Function (IVDF):

nions =
∫ vmax

0
fv (v)dv (A.1)

where v is the ion velocity and vmax the maximal velocity in the IVDF. Notice that the present anal-
ysis only considers the velocity component perpendicular to the powered electrode, and that for
convenience the distribution is NOT normalized: fv (v) is expressed in [ions · s ·m−4]. In addition,
all quantities are assumed constant across the opening area of the RFEA.

The total ion flux density (expressed in [ions ·m−2 · s−1]) passing through the entrance surface
of the RFEA probe is therefore:

φtot =
∫ vmax

0
v fv (v)dv (A.2)

If Vd = 0, the potential barrier imposed by Grid G2 is null, i.e. all ions can travel to the collector
(with a global transmission factor T 4 due to the non-ideal transmission of the grids). The RFEA
current, IRFEA, is therefore the integral over the opening area of the surface of the ion current
density qφtot:

IRFEA(V =VDC) = AT 4qφtot (A.3)

where q is the ion charge (all ions are considered identically charged).
If Vd > VDC, only ions arriving with a kinetic energy higher than Ed = qVd are collected, or

equivalently all ions with a velocity superior to vd = √
2qVd/m (assuming additionally that all

ions have an identical mass m), so that:

IRFEA(Vd) = AT 4q
∫ vmax

p
2qVd/m

v fv (v)dv (A.4)

Applying the Leibniz integral rule to derive Equation (A.4), since fv , v and vmax are indepen-
dent of Vd:

dIRFEA

dVd
=− AT 4q2

m
fv

(√
2qVd/m

)
(A.5)

As a result, the derivative of the RFEA current IRFEA with the discriminator voltage is propor-
tional to the IVDF.

A.1.2 How is it Linked to the IEDF?

With fE (E), the Ion Energy Distribution Function (IEDF, expressed in [ions ·m−3 ·eV−1]), the fol-
lowing relationship applies: fv (v)dv = fE (E)dE (i.e. the number of ions with a velocity in the in-
finitesimal range dv is equal to the number of ions with an energy in the corresponding range dE).
Recalling that dE = mvdv , we thus obtain fE (E) = fv (v)/(mv) : by setting E = qVd and replacing
in Equation (A.5), the following equation gives the IEDF from the RFEA measurement:

fE (E) =− 1

AT 4q2

√
m

2E

dIRFEA

dVd
(A.6)
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A.2. SUPPLEMENTARY DEFINITIONS

As a result, the derivative of the RFEA current with the discriminator voltage is NOT directly
proportional to the IEDF, fE (E). In addition, it is observed from Equations (A.5) and (A.6) that the
computation of both the IVDF and the IEDF from the RFEA current depends on the ion mass: in
the case of complex gas mixtures, retrieving these distributions is therefore impossible without
additional assumptions on the ion masses.

As a practical alternative, one can define the “Ion Flux density Energy Distribution Function”
(IFEDF), φE (expressed in [ions ·m−2 · s−1 ·eV−1]) with:

φE (E) =
√

2E

m
fE (E) (A.7)

A similar approach has for instance been used in [2, 3], and this quantity can be directly com-
puted from the RFEA measurement (notice that the ion mass is not needed for the computation):

φE (E) =− 1

AT 4q2

dIRFEA

dVd
(A.8)

In addition, the integration of φE directly gives the total ion flux density in front of the RFEA
probe (with Emax = mv2

max/2 the maximal ion energy in the IEDF):

φtot =
∫ Emax

0
φE (E)dE (A.9)

A.2 Supplementary Definitions

A.2.1 Average Ion Energy

The average energy of the ions passing through the opening area of the probe is here defined as a
function of the IFEDF φE (here this value is noted EφE

avg) for clarity although the simpler notation
Eavg has been adopted in the core of the present manuscript):

EφE
avg =

∫ Emax
0 EφE (E)dE

φtot
(A.10)

Notice that this definition does not match the average ion energy in the IEDF, which would
correspond to an average energy of the ions “in the volume” of the sheath just in front of the elec-
trode and would be expressed in the following manner:

E fE
avg =

∫ Emax
0 E fE (E)dE

nions
(A.11)

In contrast with E fE
avg, the definition of Eavg in Equation (A.10) is more useful from a practical

point of view: (i) in the cases of complex discharges because φE can be obtained from the RFEA
measurements without any hypothesis on the masses of the incoming ions; (ii) when studying
etching processes, the average energy of the ions hitting the surface is more relevant to analyze
the etching phenomena.

A.2.2 Energy Weighted Ion Fluence

First, the etching can be considered as the result of a “flux of atoms” removed from the substrate
surface, which is equal to the flux of incoming ions weighted by the energy dependent etching
yield per ion, Y (E) (expressed in [atoms · ion−1]). Therefore, the number of atoms (per unit area)
removed from the surface, Netch, during a process of duration te is expressed by:

Netch = te

∫ Emax

0
Y (E)φE (E)dE (A.12)
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Using the model from Chapter III (section III.3.2.b) for the etching yield Y (E) = Y0(E 1/2−E 1/2
th ),

we obtain the etched depth, d = Netch/dSi (with dSi is the atomic density of crystalline silicon):

d = Y0te

dSi

∫ Emax

Eth

(E 1/2 −E 1/2
th )φE (E)dE (A.13)

From the point of view of process development, it is therefore useful to define the energy
weighted ion fluence density,ΦE (expressed in [ions ·m−2 ·eV1/2]):

ΦE = te

∫ Emax

Eth

(E 1/2 −E 1/2
th )φE (E)dE (A.14)

A.3 Different Ion Charges and/or Masses

In previous sections, a rather simple analysis was obtained by assuming that all ions have an iden-
tical nature (with a given constant mass and charge), as a final digression, one can consider the
case of more complex discharges with positive ions having different natures. Let us therefore con-
sider two populations (A and B) of positive ions (subscripts in the following Equations will indicate
the respective contribution of ions A and B). In this case, the measured RFEA current corresponds
to the addition of the contributions from both ion populations, using Equations (A.4) and (A.9):

IRFEA(Vd) = AT 4
[

qA

∫ Emax,A

qAVd

φE ,A(E)dE +qB

∫ Emax,B

qBVd

φE ,B(E)dE

]
(A.15)

With the same derivation method as in section A.1, we obtain:

dIRFEA

dVd
=−AT 4 [

q2
AφE ,A(qAVd)+q2

BφE ,B(qBVd)
]

(A.16)

Consequently, two cases must be discriminated:

Different masses (mA 6= mB) but identical charges (qA = qB = q) . in this case, the total IFEDF
φE ,A+B is simply the sum of the contributions from ions A and B (respectively φE ,A and φE ,B), and
can be computed from the RFEA measurement:

φE (E ,A+B) =− 1

AT 4q2

dIRFEA

dVd
(A.17)

In this case, all computations using the IFEDF are still valid: in particular the average ion en-
ergy, computed with Equation (A.10), and the energy weighted ion fluence density computed from
Equation (A.14). Of course, the relative contributions cannot be discriminated from this measure-
ment alone.

Different charges (qA 6= qB) . In this case, the IFEDF cannot be retrieved from a single measure-
ment without additional assumptions on the relative density of ions A and B and on their behavior
in the plasma sheath.

A.4 Illustration with an Example

The RFEA probe is here placed on the powered electrode of the RIE setup and an Ar discharge is
produced using a TVW excitation signal (basis frequency f0 = 13.56MHz, n = 3, peaks waveforms),
with a total coupled power of Pw = 15W and a pressure of Pr = 30mTorr. With this rather simple
discharge, only one species (Ar+) of singly charged ions (charge q =+e) is considered, with a mass
mAr+ ≈ 40u ≈ 6.6×10−26 kg.

The RFEA current is measured with the discriminator voltage Vd varied between−2 V and 140 V
(by steps of approximately 1 V) during four successive sweeps. Raw measurements are displayed
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A.4. ILLUSTRATION WITH AN EXAMPLE

in Figure A.2: the sampling interval is not perfectly constant, and some scattering of the data is
observed. The raw I-V data is therefore smoothed before further post-processing (dashed black
curve in Figure A.2) using a Savitzky-Golay algorithm [4].

The I-V curve is monotonically decreasing between 0 and 95 V, and is flat afterwards, indi-
cating that the incoming ions have a large distribution in energy (with a maximum around 95 V).
Notice that the current does not fall to zero: the I-V curve is shifted vertically by a small offset of
approximately 27 nA.

Fig. A.2: RFEA current as a function of the discriminator voltage, plasma and measurement conditions are
displayed on the right.

Using the definitions from the previous sections, the Ion Velocity Distribution Function (IVDF),
Ion Energy Distribution Function (IEDF), and Ion Flux density Energy Distribution Function
(IFEDF) are computed and displayed in Figure A.3.

The IVDF is first shown in Figure A.3(a) on a velocity scale: as it had been inferred from the I-V
curve, a large distribution of ion velocity exists in front of the RFEA probe. Notice that the nega-
tive values in the distribution function are due to measurement artefacts in the I-V curve: for low
ion velocity (below 2.5×103 m · s−1) this effect comes from a small increase in RFEA current for
Vd < 2V (see Figure A.2) that is attributed to a measurement artefact; at high ion velocity (around
22×103 m · s−1) the IVDF also takes small negative values due to the RFEA current not being com-
pletely flat above the maximal ion energy. The IVDF is shown again in Figure A.3(b) on an energy
scale, mostly to highlight once again that the IFEDF (shown in Figure A.3(c) and commented in
the following) is indeed proportional to the IVDF.

Figure A.3(c) simultaneously shows the IEDF and IFEDF (on an energy scale). The distribu-
tions are very similar for high ion energy (above 70 eV in particular), but significantly diverge for
low energies: between 5 and 45 eV, the IFEDF is slowly increasing, while the IEDF is globally de-
creasing (although some local peaks are seen on both curves). As for the IVDF curve, the IEDF and
IFEDF take negative values (at both ends of the distributions) due to measurement artefacts in the
I-V curve.

Finally, the total ion flux density is φtot = (8.7±0.6)×1017 ions ·m−2 · s−1 and corresponds to
an ion current density of Jtot = qφtot = (0.14±0.01)A ·m−2. In addition the average ion energies
obtained by Equations (A.10) and (A.11) are significantly different: the average energy in the IEDF

is E fE
avg = (44±2)eV, while the average energy in the IFEDF is EφE

avg = (54±2)eV (these values are
also indicated in Figure A.3(c) for comparison).
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B.1. SCOPE OF THIS SYNTHESIS

Multiple competing nanotexturing techniques are being explored at both laboratory and in-
dustrial scale for silicon solar cells. From a technological point of view, a fair evaluation of the
techniques requires a comparison of achievable cell results, and one can begin by a synthesis of
achievements reported in scientific literature.

B.1 Scope of this synthesis

As detailed in Chapter I of the present document, some constraints have been set to reduce the
scope of this literature synthesis. Most of “black silicon solar cell” results found in scientific are
here gathered, with the following restrictions:

• Reported cells present a front nanotextured silicon surface obtained through one of the nan-
otexturing technique classified as “black silicon methods” in Chapter I (see also list recalled
below). Studies that make use of subsequent steps modifying the initial structure morphol-
ogy (e.g. chemical etching after RIE) are included. Studies on cell rear surface texturing –
used for light-trapping – are however discarded. Hereafter, solar cells with the previously
described properties are named “black silicon solar cells”.

• Reported cells have thick absorbers, i.e. above 100µm. Indeed, below this threshold silicon
solar cells are usually referred to as “thin” or “ultra-thin”. In these cases, light-trapping (for
near-IR wavelengths) becomes important and comparisons more difficult.

• Cells have been characterized under standard one-sun illumination (100 mW ·cm−2, AM1.5g
spectrum), in some cases with independent confirmation by a certified test center.

• Finally, all cell architectures are considered. However, some studies (either journal papers
or conference proceedings) have also been discarded from this review due to significant
deficiencies in the account of the manufacturing process and cell characteristics.

A synthesis of the results reported in literature will be given in the form of a table detailing use-
ful information on the manufacturing process used and on the cell results (including illuminated
area, open-circuit voltage Voc, short-circuit current density Jsc, fill factor F F and efficiency η. The
“black silicon techniques” that are considered are the following (details available in Chapter I):

• MACE Metal-Assisted Chemical Etching (also often named MCCE for Metal Catalyzed Chem-
ical Etching), in which case the nature of the metal catalyst will be given (e.g. Ag, Cu, Au or
mixtures), if available.

• RIE Reactive Ion Etching, in which case the etching gas mixture and type of plasma reac-
tor will be given if available (e.g. CCP and ICP respectively for capacitively and inductively
coupled plasma reactors).

• PIII Plasma Immersion Ion Implantation, here performed using an SF6/O2 discharge in all
cases.

• ADE Atmospheric Dry Etching, performed with F2 gas.

• CVE Chemical Vapor Etching.

• fs LASER femtosecond laser texturing, here performed in an SF6 atmosphere in all cases.

• Lithography (e.g. colloidal lithography, laser induced lithography) with subsequent etching
(here by RIE in all cases).
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B. STATE OF THE ART BLACK SILICON SOLAR CELLS

Cells are classified by type of absorber (multi- or monocrystalline silicon, respectively abbre-
viated mc-Si and mono-Si), and some specifics of the manufacturing process will be given if avail-
able in the original publication. Moreover, the results for black silicon solar cells are to be com-
pared to overall record efficiency cells that have historically been reported by the NREL [1]. The
“architectures” of the solar cells are in particular stated, with the following abbreviations:

• AlBSF Aluminium Back Surface Field cell,

• PERC Passivated Emitter and Rear Contacts,

• PERL Passivated Emitter and Rear Locally diffused,

• TOPcon Tunnel Oxide Passivated contact,

• IBC Interdigitated Back Contacts,

• SHJ Silicon Hetero-Junction,

• BCB-SHJ Back Contacts Back Silicon Hetero-Junction.

Simplified schematics of the different solar cells architectures are given in Figure B.1 (notice
that some variations in the exact architectures can exist depending on the studies).

Fig. B.1: Simplified schematics of different silicon solar cells architectures.
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B.2. SYNTHESIS OF LITERATURE

Surface passivation of nanostructured silicon being historically a challenging issue, the type
of front passivation layer will also be recalled for all cells, along with the deposition technique.
Passivation layers used for black silicon solar cells are (sometimes as double-layers and with the
additional role of ARC):

• SiNx (or a-SiNx:H) silicon nitride, obtained by Plasma Enhanced Chemical Vapor Deposition
(PECVD),

• Al2O3 aluminium oxide, by Atomic Layer Deposition (ALD),

• SiO2 (or a-SiOx:H) silicon oxide, usually grown by Thermal Oxidation (TO), unless otherwise
stated,

• a-Si (or a-Si:H) amorphous silicon.

Finally, two more abbreviations will be used to denote specifics of black silicon solar cells:

• DRE Damage Removal Etching, designates an etching step (usually chemical) applied after
initial nanotexturing to remove the damaged layer it may have produced, and to smoothen
the nanostructures. In the present synthesis, the use of a DRE step is only reported in case it
has been applied after a “dry process”, i.e. RIE, PIII or fs LASER treatment. Chemical etching
steps are also sometimes used after chemical texturing (e.g. after MACE) to smoothen the
nanostructures, in which case it will not be accounted, but considered part of the texturing
process.

• DWS Diamond Wire Sawn. This sawing technique is nowadays progressively replacing “slurry
wire sawing”, and induces challenges for the texturing of mc-Si wafers. A lot of efforts are
therefore produced to efficiently texture DWS wafers, and their use (if stated in the original
publication) will therefore be shown in the synthesis tables.

B.2 Synthesis of literature

B.2.1 Current Record Efficiency Cells

Before listing results of “black silicon solar cells”, it is useful to have a look at current overall
records, synthesized in Table B.1, for single junction silicon-based solar cells.

Tab. B.1: Reported global record efficiency solar cells.

Ref. Year Type b-Si meth. DRE
Front Area Voc Jsc F F η

b-Si? (cm2) (mV) (mA/cm2) (%) (%)

[2] 17 mono-Si n-IBC-SHJ Kaneka Corp. No 79 738 42.65 84.9 26.7
[3] 18 mono-Si p-IBC ISFH No 4 726.6 42.62 84.28 26.1

[4] 17 mc-Si n-TOPcon FhG-ISE [4] Yes 4 674.2 41.08 80.5 22.3

Monocrystalline silicon. The best confirmed efficiency, 26.7%, has been obtained in 2017 by the
Kaneka Corporation (Japan) for a heterojunction solar cell with interdigitated back contacts [2].
Regarding homojunction cells, the record is held by the “Institut für Solarenergieforschung in
Hameln” (ISFH) in Germany which recently reported a 26.1% cell (also with back contacts) [3].
In both cases, the front surface is pyramid textured (with alkaline etching) and coated by an ARC.
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Multicrystalline silicon. In particular due to increased recombination in the bulk, efficiencies
achievable for mc-Si absorbers are lower than for mono-Si: the current record (homojunction)
cell lies at 22.3%, obtained in 2017 by the Fraunhofer “Institut für Solarenergie” (FhG-ISE, Ger-
many, [4]). In contrast with the mono-Si record cells, this cell presents front contacts (with a “TOP-
con architecture”). Another important difference (in the frame of this summary) comes from the
front nanotexturing (by RIE) used in the manufacturing of this cell. This achievement was made
possible mostly due to the high bulk material quality and surface passivation approach. However,
this result demonstrates that RIE nanotexturing of the front surface is indeed an effective light
management approach for high-efficiency cells.

B.2.2 Black Silicon Solar Cells

The following Tables (B.2 to B.6) give a synthesis of black silicon solar cell results found in literature
regarding respectively n-type mono-Si, n-type mc-Si, p-type mono-Si and p-type mc-Si absorbers.
A total of 107 studies are gathered, published as early as 1997: the first result was obtained by the
team of Fukui et al. for a mc-Si AlBSF solar cell with a front RIE nanotextured surface, for a 17.1%
efficiency. With the same nanotexturing technique (and cell architecture), the first mono-Si cell
has only been reported in 2006 by Yoo et al. with an efficiency of 11.7%.

Globally, it is observed from the tables that most of the work (93 out of 107 reported cells)
has been dedicated to the AlBSF architecture, and only 6 results have been reported for n-type
absorbers, but several other architectures have been tested as well, including back contact cells
and silicon heterojunctions. Regarding the type of absorber, 44 studies report cells with mono-Si
and 63 with mc-Si.

Looking now at the nanotexturing technique, a majority of the cells have been textured using
MACE (55), the second most studied technique being RIE (30), followed by PIII (8), and only 14
studies use other techniques. Due in particular to the focus on standard AlBSF cells, most of the
cells (75) include a “classic” front surface passivation with SiNx deposited by PECVD. The preferred
alternative is SiO2 (19 cells, with or without an additional SiNx capping), followed by the ALD-
Al2O3 alternative (10 cells, again with or without SiNx capping).

Further (short) analyses are carried out based on this data in the next sections.

Tab. B.2: Reported black silicon (n-type monocrystalline) solar cell results under one-sun illumination
(best cell results are given when available). *Independently confirmed cell results. NR: Not Reported,

NA: Not Applicable.

Ref. Year Type b-Si meth. DRE Front passiv.
Area Voc Jsc F F η

(cm2) (mV) (mA/cm2) (%) (%)

[5] 15 n-IBC RIE (SF6/O2, ICP, cryo.) NR Al2O3 9 662 40.9 81.3 22*
[6] 15 n-IBC RIE (SF6/O2) Yes SiO2/SiNx 9 635 40.5 77.0 19.8
[7] 13 n-PERL RIE (SF6/O2, cryo.) NR Al2O3 4 628 39.3 75.8 18.7
[8] 14 n-SHJ MACE (Au) NA a-Si (PECVD) NR 649 34.2 77.4 17.2

Tab. B.3: Reported black silicon (n-type multicrystalline) solar cell results under one-sun illumination
(best cell results are given when available). *Independently confirmed cell results.

Ref. Year Type b-Si meth. DRE Front passiv.
Area Voc Jsc F F η

(cm2) (mV) (mA/cm2) (%) (%)

[4] 17 n-TOPcon RIE (SF6/O2, ICP) No Al2O3/SiNx 4 674.2 41.1 80.5 22.3*
[9] 17 n-TOPcon RIE (SF6/O2, ICP) No Al2O3/SiNx 4 672.6 40.8 81.6 21.9*
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Tab. B.4: Reported black silicon (p-type monocrystalline) solar cell results under one-sun illumination (best cell results are given when available). *Independently confirmed
cell results. NR: Not Reported, NA: Not Applicable. ITO: Indium Tin Oxide. LPD: Liquid Phase Deposition.

Ref. Year Type b-Si method DRE Front passiv.
Area Voc Jsc F F η

Comments(cm2) (mV) (mA/cm2) (%) (%)

[10] 15 IBC RIE (SF6/O2, ICP, cryo.) NR Al2O3 9 665 42.2 78.7 22.1*
[11] 18 AlBSF MACE (Ag) NA SiNx 243 647 38.5 80.9 20.19
[12] 14 AlBSF MACE (Ag) NA SiNx 243 646 36.5 80.5 19
[13] 16 PERC MACE (Ag) NA SiO2 (evap) 225 607 40.1 77.9 18.97 Front ITO contact, diff. before text.
[14] 17 AlBSF MACE (Cu) NA SiNx 243 638 37.5 78.8 18.87
[15] 14 AlBSF MACE (Ag) NA SiNx 243 639 37.2 79.1 18.83 Diff. before text.
[16] 15 AlBSF MACE (Ag) NA Al2O3/TiO2 (ALD) 0.92 590 39.3 79.9 18.5
[17] 16 AlBSF MACE (Ag) NA SiO2/SiNx 243 640 37.0 78.0 18.5
[18] 13 AlBSF MACE (Ag) NA Al2O3 0.92 598 41.3 75.1 18.2
[19] 12 AlBSF MACE (Ag) NA SiO2 0.81 628 36.5 79.6 18.2*
[20] 11 Other RIE (HBr/O2, ICP) Yes ITO contact NR 631 35.9 80 18.1 Atypical cell architecture
[21] 16 AlBSF RIE (SF6/O2) NR SiNx 6.25 624 36.3 80.1 18.1 Selective emitter
[22] 16 AlBSF MACE (Ag) NA SiO2/SiNx 100 597 38.5 77.5 17.8
[23] 16 AlBSF ADE (F2) NA SiNx 243 626 34.9 81 17.7
[24] 13 AlBSF MACE (Ag) NA SiNx 156 623 35.5 79.3 17.5
[25] 13 AlBSF RIE (SF6/O2) NR SiNx 156 620 36 78.4 17.5
[26] 14 AlBSF MACE (Ag) NA SiO2 243 629 35.1 78.6 17.3 Avg
[23] 16 AlBSF ADE (F2) NA Al2O3/SiNx 25 618 35.2 78.8 17.2
[27] 17 AlBSF Colloid. litho. + RIE (CF4/O2, CCP) Yes SiNx 1 590 37.7 74.8 17.2 Avg (4 cells)
[28] 11 AlBSF MACE (Au) NA SiO2 NR 615 35.6 78.2 17.1*
[29] 14 AlBSF MACE (Ag) NA SiO2/SiNx 243 623 34.6 77.8 17.1
[30] 14 AlBSF MACE (Cu) NA SiO2 1 616 36.6 75.4 17*
[31] 09 AlBSF MACE (Au) NA SiO2 1 612 34.1 80.6 16.8*
[32] 10 AlBSF RIE (SF6/O2, CCP) NR SiNx 156 617 36.8 76 16.7
[33] 14 AlBSF MACE (Au) NA Al2O3/SiNx 4 621 33.1 80.2 16.5
[34] 12 AlBSF MACE (Ag) NA SiO2 (LPD) 1 607 34.9 77.2 16.4
[35] 18 AlBSF Colloid. litho. + RIE (SF6/O2) Yes SiNx 9 585 36 77.2 16.3
[21] 16 AlBSF RIE (SF6/O2) NR SiNx 100 598 35.3 76.9 16.22
[36] 11 AlBSF PIII (SF6/O2) Yes SiNx 156 619 32 78.3 15.68
[37] 14 AlBSF fs laser (SF6) Yes SiNx 1 590 36 73.6 15.6
[38] 15 AlBSF Laser-interf. litho. + RIE (CF4) NR SiNx 65 609 33.1 77.2 15.56
[39] 14 AlBSF MACE (Ag) NA SiNx 1 584 35.9 74 15.5
[40] 09 AlBSF RIE (SF6/O2, CCP) Yes SiNx 156 611 32.5 77 15.1
[41] 11 AlBSF fs laser (SF6) Yes SiO2/SiNx 4 507 39.2 71.4 14.2
[42] 10 AlBSF fs laser (SF6) Yes SiO2/SiNx 1 507 39.2 72 14.12
[43] 14 AlBSF RIE (SF6/O2, CCP) NR 4 570 33.0 70.0 13.11 SF6/O2 CCP w/ metal masking grid
[44] 06 AlBSF RIE (SF6/O2, hollow cathode) NR SiO2 98 564 28.6 73 11.7
[45] 14 BCB-SHJ RIE (SF6/O2, ICP) NR Al2O3 1 562 35.1 57 11.2
[46] 14 AlBSF MACE (Ag) NA NR NR 550 35.6 56 10.9
[46] 14 AlBSF MACE (Ag) NA NR NR 550 35.6 56 10.9 Diff. before text.
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Tab. B.5: Reported black silicon (p-type multicrystalline) solar cell results under one-sun illumination (best cell results are given when available). aCell area inferred from
text. *Independently confirmed cell results. NR: Not Reported, NA: Not Applicable.

Ref. Year Type b-Si method DRE Front passiv.
Area Voc Jsc F F η

Comments(cm2) (mV) (mA/cm2) (%) (%)

[47] 17 PERC RIE Yes SiNx 243 661.4 39.1 80.3 20.78* DWS wafer, “Special technol. for front surface passiv.”
[48] 17 PERC MACE NA SiNx 243 655 38.5 80.2 20.04 DWS wafer
[49] 18 AlBSF RIE (SF6/O2/Cl2) NA SiNx 243 635.4 38.1 80.5 19.5
[50] 16 AlBSF MACE (Ag) NA SiNx 243a 642.4 37.4 80.3 19.31
[51] 17 PERC MACE NA SiNx 243a 647 37.4 79.3 19.22 Avg (1000 cells)
[48] 17 AlBSF MACE NA SiNx 243 638 37.5 81.2 19.21 DWS wafer
[52] 17 AlBSF MACE (Ag) NA SiNx 243a 640 36.9 81.2 19.2
[53] 17 AlBSF MACE (Ag) NA SiNx 243a 641 37 80.7 19.12 DWS wafer
[54] 16 AlBSF RIE Yes SiNx 243a 642.2 37.1 80.2 19.1 DWS wafer
[51] 17 PERC MACE NA SiNx 243 646 37.4 79.2 19.09 DWS wafer, avg (1000 cells)
[55] 17 AlBSF MACE (Cu) NA SiNx 243 639.3 37.4 79.6 19.06 DWS wafer
[56] 17 AlBSF MACE NA SiNx 243a 637 37.4 80.4 19.04 DWS wafer, avg (10 cells)
[57] 18 AlBSF MACE (Cu) NA SiNx 243 638.6 36.7 80.6 18.88 DWS wafer
[58] 17 AlBSF MACE (Ag) NA SiNx 243 637.2 36.9 80.2 18.83 Avg (20 cells)
[59] 18 AlBSF MACE (Ag) Yes SiNx 243 635 36.9 80.1 18.75
[60] 16 AlBSF MACE (Ag+Cu) NA SiNx 243 632.2 36.8 80.2 18.71 DWS wafer
[61] 16 AlBSF MACE (Ag) NA SiNx 243 638.1 36.5 79.9 18.63 Avg (20 cells)
[62] 17 AlBSF MACE (Ag) NA SiNx 243 635 36.7 79.8 18.62
[63] 14 AlBSF RIE (SF6/O2/Cl2, CCP) NR SiNx 243 637 36.4 79.8 18.49
[64] 14 AlBSF MACE (Ag) NA SiNx 243 634 36.7 79.3 18.45
[65] 16 AlBSF MACE (Ag) NA SiNx 243a 629.1 37.1 78.6 18.36 Avg (375 cells)
[66] 15 AlBSF MACE (Ag) NA SiNx 243 634 36.9 78.3 18.31 DWS wafer
[67] 17 AlBSF CVE NA SiNx 243a 629.9 36.0 80.4 18.24 DWS wafer, avg (50 cells)
[68] 16 AlBSF MACE (Ag) NA SiNx 243 633 36.2 79.4 18.23 Avg
[69] 14 AlBSF MACE (Ag) NA SiNx 243 632 36.1 79.1 18.03
[70] 15 AlBSF ADE (F2) NA SiNx 243 627 35.7 80.4 18*
[12] 14 AlBSF MACE (Ag) NA SiNx 243 634 36 79.2 18
[71] 16 AlBSF RIE (SF6/O2/Cl2) Yes SiNx 243 624 36.6 78.6 17.97 Avg (10 cells)
[72] 15 AlBSF MACE (Ag) NA SiNx 243 629 35.6 79.2 17.75*
[73] 16 AlBSF MACE (Ag) NA SiNx 243 624.9 35.8 79.4 17.74 DWS wafer, avg (100 cells)
[74] 12 AlBSF RIE (SF6/O2) Yes SiNx 243 632 35.7 77.9 17.6 Selective emitter
[75] 14 AlBSF PIII (SF6/O2) Yes SiNx 243 623 36.0 77.8 17.46
[76] 14 AlBSF ADE (F2) NA Al2O3/SiNx 25 621 35.6 78 17.3
[77] 97 AlBSF RIE (SF6/O2/Cl2) NR SiNx 225 621 36.2 76.2 17.1*
[78] 13 AlBSF MACE (Ag) NA SiNx 243 624 35.2 77.2 16.9 Diffusion before texturing, selective emitter
[79] 13 AlBSF RIE (SF6/O2/Cl2, CCP) Yes SiNx 243 613 36.1 76.0 16.82
[80] 06 AlBSF MACE (Ag) NA SiNx 4 618 34.6 77.4 16.56
[78] 13 AlBSF MACE (Ag) NA SiNx 243 617 34.1 77.8 16.5
[81] 12 AlBSF MACE (Ag) NA SiO2/SiNx 243 624 36.1 76.2 16.38
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Tab. B.6: End of Table B.5. aCell area inferred from text. *Independently confirmed cell results. NR: Not Reported, NA: Not Applicable.

Ref. Year Type b-Si method DRE Front passiv.
Area Voc Jsc F F η

Comments(cm2) (mV) (mA/cm2) (%) (%)

[82] 11 AlBSF RIE (SF6/O2/Cl2, CCP) No SiNx 243 614 33.8 78.6 16.32 In-situ DRE
[83] 12 AlBSF PIII (SF6/O2) NR SiNx 243 613 34.2 77.6 16.3
[84] 13 AlBSF PIII (SF6/O2) NR SiNx 243 609 34.5 78.1 16.3 Diffusion before texturing
[85] 12 AlBSF PIII (SF6/O2) Yes SiNx 243 613 34.1 77.6 16.25
[74] 12 AlBSF RIE (SF6/O2) No SiNx 243 619 34.0 76.9 16.2
[86] 11 AlBSF RIE (SF6/O2, CCP) NR SiNx 243 619 33.5 77.7 16.1
[87] 12 AlBSF PIII (SF6/O2) NR SiNx 243 614 34 76.4 15.99
[88] 08 AlBSF CVE NA SiNx 156 611 33.8 77.3 15.98
[89] 12 AlBSF MACE (Ag) NA SiO2/SiNx 243 604 33.9 77.3 15.8
[84] 12 AlBSF PIII (SF6/O2) NR SiNx 243 600 33.2 77.9 15.5
[90] 12 AlBSF PIII (SF6/O2) NR SiNx 243 600 33.2 77.9 15.5
[91] 10 AlBSF RIE (SF6/O2) Yes SiNx 149 600 34 73 15.1
[92] 00 AlBSF RIE (SF6/O2) No SiO2/SiNx NR 591 30.6 75.9 13.7
[93] 12 AlBSF CVE NA SiNx 156 597 29.6 76.6 13.54 EFG wafer
[94] 00 AlBSF RIE (SF6/O2) NR SiNx 21.2 583.7 28.9 72.5 12.2
[95] 13 AlBSF MACE (Ag) NA SiNx 25 610 32.4 61.4 12.1
[96] 15 AlBSF MACE (Ag) NA SiO2 5.76 552 29.6 72.4 11.82
[97] 17 AlBSF CVE-MACE (Ag) NA SiNx 4 530 33 65.5 11.5 DWS wafer, combination of CVE and MACE
[98] 12 AlBSF MACE (Ag) NA SiNx 25 564 26.4 70.4 10.5
[99] 18 AlBSF MACE (Ag/Cu) NA SiNx 243 578 25.9 69.8 10.44
[44] 06 AlBSF RIE (SF6/O2, hollow cathode) NR SiO2 100 566 25 72 10.2
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B.3 Short analysis

B.3.1 Comparison of Historical Record Efficiencies

Figure B.2 compares black silicon solar cells efficiencies with historical records (data from NREL)
for both mono- and multicrystalline absorbers. First let us highlight that only two tests have been
carried out on silicon heterojunction cells with front nanotexturing: any comparison with overall
records is therefore highly biased. In contrast, there are many studies on homojunction solar cells
so that a comparison to overall records becomes more reasonable. Moreover, for both mono- and
mc-Si cells and as can be expected, there is a global “upward trend” in reported efficiencies for
black silicon solar cells. Besides this, the situation is however quite different for the two types of
absorbers.

For mono-Si cells, there is still a large gap (4%abs) between the highest black silicon solar cell
efficiency (22.1% obtained by Savin et al. in 2015) and the record from ISFH (26.1%). Furthermore,
only 3 results above 20% efficiency have been reported so far, and the record efficiency for mc-Si
(22.3% from FhG-ISE) actually overcomes the mono-Si record.

Fig. B.2: History of black silicon solar cells efficiencies compared to overall records for mono- and mc-Si
absorbers.

In the case of mc-Si now: before 2017 the best (confirmed) black silicon solar cells were signifi-
cantly less efficient (by around 3%abs) than the overall records. However, the two last records have
drastically changed the perspective: FhG-ISE pushed the mc-Si record efficiency above 22%, with
a cell including a front nanotextured surface. As explained previously, the record 22.3% can hardly
be explained by improved light management, however this result proves that nanotexturing (here
by RIE) is compatible with high-efficiency. The context will certainly continue to evolve in the next
years: the current shift of the wafer market to diamond wire sawing (DWS) makes nanotexturing
very appealing.

It can be concluded that, taking only efficiency as a metric, nanotexturing has not proved rel-
evant for mono-Si cells up to now, however, it can be an adequate solution for mc-Si.
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B.3.2 Comparison of Cell Architectures and b-Si Methods

Figure B.3 again shows black silicon cell results throughout recent years, but now distinguishing
nanotexturing techniques. A direct comparison of efficiencies would be biased: the different ar-
chitectures are therefore also separated in the graph. In particular, poor rear surface passivation
quality usually limits the efficiency of AlBSF cells compared to other cell types. In the case of
mono-Si cells, the best AlBSF cell has an efficiency of 20.19% (obtained by Zhang et al. [11]), and,
from the eight results on cells other than AlBSF, only two exceed this value (though by a 2%abs gap).
The situation is different for mc-Si cells: AlBSF represent an even larger majority of the reported
results (57 out of 63 cells) but the best efficiencies are clearly obtained with other architectures
(here PERC and TOPcon cells), that have been more recently investigated.

Interestingly, no obvious trend can be observed depending on the nanotexturing technique
(either for mono- or multicrystalline solar cells), however, a few conclusions can still be drawn.
Results using MACE and RIE (leading approaches) are fairly distributed and claiming that either of
the two techniques is superior (only regarding achievable efficiency) would not be substantiated
by literature. However, MACE and RIE have a clear advantage compared to other nanotexturing
techniques: the best efficiency reported for another technique for mono-Si cells (17.7% efficiency
using ADE for an AlBSF cell, obtained by Kafle et al. [23]) is only ranked 17th out of 44. From a
similar analysis for mc-Si the best result with a technique other than MACE and RIE is ranked 26th

out of 63 (18.24% efficiency with CVE texturing on an AlBSF cell, from Xin et al. [67]).
Notice that in the case of mc-Si cells, the emergence of DWS wafers has driven most of the

recent studies: 14 out of the 30 results reported since 2015 are obtained on DWS wafers.

Fig. B.3: History of black silicon solar cells efficiencies for mono- and mc-Si absorbers depending on cell
architecture and nanotexturing technique.

Another analysis may be carried out: black silicon is primarily implemented in solar cells to
improve light management and its effectiveness can in particular be evaluated by the achievable
short-circuit current density. On the other hand, nanotextured silicon surfaces represent a chal-
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lenge for surface passivation: the latter notably impacts the open-circuit voltage. Figure B.4 there-
fore shows Jsc vs Voc for literature results both in the case of mono- and mc-Si cells (notice that
only homojunction solar cells are here present, and that the scale ranges have been restricted so
that some of the poorest results are not shown). It should be recalled that Voc and Jsc are not
independent, but positively linked by the following relation:

Voc = kB

e
ln

(
Jsc

J0
+1

)
(B.1)

where kB is the Boltzmann constant, e the elementary charge, T the temperature, and J0 the re-
verse saturation current density. This theoretical relationship between Voc and Jsc is shown in
the graphs Figure B.4 using “iso-J0” curves (dashed curves, labelled by values of J0 in fA ·cm−2).
Limiting factors for the efficiency can therefore be identified using these Jsc vs Voc plots.

Fig. B.4: Short circuit current density vs open-circuit voltage for homojunction black silicon solar cells
(some results outside of the scale ranges are not shown). “Iso-J0 lines” are shown in dashed curves

(labelled by J0 values in fA ·cm−2).

Beginning here with the case of mc-Si cells, a strong (somewhat linear) correlation between
Jsc vs Voc results are observed: it cannot be explained by the fundamental relationship expressed
by the previously described equation. In contrast, it shows that advances have been made in the
quality of the bulk (especially for the record TOPcon cells from Benick et al. ([4, 9]) which have
been obtained with “high performance” wafers), but also certainly in surface passivation, while
simultaneously improving light management. A large – though logical – gap is observed between a
cluster of the best AlBSF cells (Voc ≈ 640mV and Jsc ≈ 37mA ·cm−2) and the modern architectures.

In the case of mono-Si cells, results from literature are most scattered: in particular Jsc values
lie in a large range. Several black silicon solar cells reported in literature achieve short-circuit cur-
rent densities above 40 mA ·cm−2, and therefore approaching the value 42.62 mA ·cm−2 value of
the record efficiency cell, but again the relevance of nanotexturing for mono-Si cells is not demon-
strated. On the other hand, a limitation in Voc (or similarly J0) is observed: difficulties inherent to
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surface passivation certainly explain part of the situation, and more efforts would be needed to
close the gap between the value of Voc = 665mV reported for the cell obtained by Savin et al. [10]
and the 726.6 mV of the record cell.

B.3.3 Focus on Large-scale mc-Si AlBSF cells

A last analysis will be undertaken here by comparing AlBSF cells which represent most of the black
silicon solar cells reported in literature. This architecture is also the most common in the market
(more than 70% of the market, [100]) and a fair comparison may be carried out by selecting “large-
scale” cells results (here only cells with an area larger than 150 cm2). Moreover, one result (with
MACE) with a cell efficiency below 12% has been discarded, as well as two results for ADE nan-
otexturing (too few results for a fair comparison). Results are depicted in the graphs Figure B.5.
Notice that most of the work has focused on MACE, so that the analysis is somewhat biased.

Fig. B.5: Comparison of large-scale black silicon mc-Si cell results (η, Voc, Jsc and F F ) from literature for
different nanotexturing methods. Circled symbols: results using Damage Removal Etching (RIE or PIII

only).

MACE leads in general to the best efficiencies for mc-Si AlBSF cells (6 results above 19%), due to
high values of both Voc and Jsc, F F values being scattered in a larger range. In contrast, only 2 (out
of 7) cells textured by RIE achieve an efficiency above the 19% mark, while other lie mostly around
16 to 17%. However, RIE textured cells often have a relatively high Jsc (above 36 mA ·cm−2), but
the two best efficiencies are actually achieved due to a high Voc (above 630 mV): this result would
indicate that a good light management is achievable with RIE but that in turn good passivation is
more difficult to achieve.

The situation for PIII is less encouraging: the highest efficiency lies around 17.5%, and all cells
suffer from a low Voc and low F F . A fairly good light management is achievable with PIII texturing
as one result has demonstrated a Jsc above 36 mA ·cm−2, however the short-circuit current density
is much lower for all 6 other studies on PIII.

Finally, Damage Removal Etching (DRE) by chemical baths has been tested for several RIE and
PIII textured cells (shown by circled symbols in Figure B.5): while the best efficiency reported for
PIII indeed makes use of a DRE step, it is not the case for RIE. In addition, the highest efficiency
mc-Si cell – for a different architecture, namely TOPcon – obtained by Benick et al. [4] has been
achieved without DRE. From this analysis, DRE therefore does not appear to be a prerequisite to
achieve high-efficiencies.
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MOTIFS & RELIEFS

Au cours de ce travail, j’ai passé de nombreuses heures à imager des surfaces de silicium nanotexturées par plasma,
grâce à la microscopie électronique à balayage. La plupart de ces images seront maintenant perdues, peut-être sauve-
gardées un temps sous la forme de kilooctets de données. Ces images ont permis d’acquérir des informations – par-
cellaires – sur les mécanismes de formation des nanostructures. De nombreuses zones d’ombres restent à élucider,
néanmoins il n’est pas nécessaire de comprendre un phénomène pour en apprécier les effets. Voici ci-dessous quelques
images que je souhaitais partager pour l’esthétique particulière des motifs et reliefs formés.

Notez que seules sept images montrent des nanostructures de silicium : l’une des images ci-dessous (réponse
en bas de page) correspond en effet à une photographie d’un phénomène naturel. Il s’agit de “pénitents de glace”,
partageant des similitudes avec les nanostructures de silicium, mais à une échelle un milliard de fois plus grande.

L’image(f)estunephotographie(prisedanslesAndesargentines)de“pénitentsdeglace”de1.5à2mdehauteur.
Imagemodifiée,source:Wikipedia.Informationssurles“pénitentsdeglace”disponiblesparexempledans
Claudinetal.,doi:10.1103/PhysRevE.92.033015.
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RÉSUMÉ EN FRANÇAIS

Nanostructuration du Silicium par Gravure Plasma
pour Applications Photovoltaïques :

Optimisation des Interactions Plasma-Surface
pour l’Amélioration des Propriétés Optiques

Cette thèse est dédiée à l’étude de la nanotexturation de surface du silicium cristallin par un
procédé de gravure ionique réactive en chimie SF6/O2. Ce procédé est réalisé en réacteur plasma
à couplage capacitif et excitation radiofréquence simple ou multi-fréquence. Dans ce dernier cas,
des asymétries électriques peuvent être générées dans le plasma, contrôlées par la forme du signal
de tension radiofréquence utilisé (méthode des « forme d’ondes sur mesure », abrégé TVW, de l’an-
glais “Tailored Voltage Waveforms”). L’objectif général de ce travail est l’optimisation du procédé
de nanotexturation en vue d’une intégration pour le traitement de la face avant de l’absorbeur de
cellules photovoltaïques silicium cristallin.

L’étude se porte premièrement sur les différents mécanismes de chauffage électronique dans
le plasma SF6/O2 à faible pression (entre 30 et 200 mTorr, i.e. environ 4 à 27 Pa). L’utilisation de
l’excitation TVW permet de générer des asymétries électriques variables dans le plasma. Dans la
gamme de conditions utilisées pour la nanotexturation, une asymétrie « temporelle » domine le
comportement du plasma en réponse à l’excitation TVW. Ce phénomène est attribué à la forte
électronégativité de la décharge SF6/O2. L’une des conséquences de ce phénomène est la varia-
tion du flux et de l’énergie de bombardement ioniques au niveau du substrat silicium. Cette tech-
nique permet donc d’élargir la gamme de conditions disponible pour la gravure, par rapport à une
excitation simple fréquence.

Deuxièmement, une fenêtre process permettant d’obtenir une nanotexturation efficace et ra-
pide de la surface de silicium cristallin est identifiée : la réflexion de la lumière en surface du si-
licium est ainsi drastiquement réduite (formant du « silicium noir » ou “black silicon” en anglais).
La largeur et la hauteur des nanostructures formées augmente avec le temps de gravure, le flux
d’ion et l’énergie de bombardementUn. Un modèle phénoménologique de gravure est proposé
pour intégrer l’ensemble de ces paramètres : il est démontré que la taille des nanostructures est
directement liée à la fluence ionique pondérée par l’énergie de bombardement. En particulier, un
seuil de gravure d’environ 13 eV est identifié, au-dessus duquel le rendement de gravure augmente
avec la racine carrée de l’énergie de bombardement.

Les propriétés optiques des surfaces nanotexturées sont ensuite étudiées. Lorsque la largeur
des nanostructures est petite devant la longueur d’onde de la lumière (dans le silicium), la surface
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nanotexturée agit comme une couche antireflet à gradient d’indice de réfraction. Une très faible
réflectance (de l’ordre de 2% en incidence normale) dans une large gamme spectrale (approxi-
mativement [250,1000 nm]) peut être atteinte lorsque les nanostructures sont hautes de plus de
250 nm environ. De plus, une forte diffusion de la lumière est engendrée lorsque la largeur des na-
nostructures dépasse un seuil d’environ 700 nm. Ce phénomène permet d’augmenter la longueur
moyenne du trajet de la lumière dans l’absorbeur, et provoque ainsi une amélioration de l’absorp-
tance dans la gamme [1000,1200 nm].

Les propriétés optiques des surfaces nanotexturées sont très intéressantes pour améliorer la
photogénération de charges électriques dans les cellules photovoltaïques en silicium cristallin.
Cependant, une augmentation de la recombinaison des charges électriqes est engendrée par la
nanotexturation plasma : cet effet provient en partie de l’accroissement (inévitable) de l’aire déve-
loppée de la surface, mais aussi par la formation de dommages induits en surface du silicium par
bombardement ionique lors du procédé de nanotexturation. Après passivation de la surface par
dépôt d’une couche mince d’oxide d’aluminium (Al2O3), il est démontré que la vitesse de recom-
binaison des porteurs minoritaires en surface augmente avec l’énergie de bombardement ionique
maximale (i.e. la qualité de la passivation de surface diminue).

Ainsi, des conditions optimales de nanotexturation du silicium par plasma SF6/O2 peuvent
être obtenues par la maximisation du flux d’ions, tout en maintenant l’énergie de bombardement
faible (mais supérieure au seuil de gravure). Ces spécifications peuvent se révéler antagonistes
dans le cas d’une décharge à couplage capacitif et excitation simple fréquence, mais le conflit peut
être (en partie) levé par l’utilisation d’une méthode multifréquence telle que l’excitation à forme
d’ondes sur mesure.
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Résumé : Cette thèse est dédiée à l’étude de la nanotexturation
de surface du silicium cristallin (c-Si) par un procédé de gravure
ionique réactive en chimie SF6/O2. Ce procédé est réalisé en ré-
acteur plasma à couplage capacitif (CCP), à excitation RF simple
ou multi-fréquence, générant dans ce dernier cas des asymé-
tries électriques dans le plasma (méthode des “forme d’ondes
sur mesure”, abrégé TVW, de l’anglais “Tailored Voltage Wave-
forms”). L’objectif est l’optimisation du procédé en vue d’une
intégration pour le traitement de la face avant de l’absorbeur de
cellules photovoltaïques c-Si.
L’étude se porte premièrement sur les différents mécanismes de
chauffage électronique dans le plasma SF6/O2 à faible pression.
L’utilisation de l’excitation TVW permet de générer des asymé-
tries électriques variables dans le plasma, affectant ainsi le flux
et l’énergie de bombardement ioniques au niveau du substrat
c-Si, élargissant la gamme de conditions disponible pour la gra-
vure. Deuxièmement, une fenêtre process permettant d’obtenir
une nanotexturation efficace de la surface de c-Si est identifiée :
la réflexion de la lumière en surface du c-Si est ainsi drastique-
ment réduite (formant du “silicium noir”). Un modèle phéno-
ménologique de gravure est proposé, démontrant que la taille
des nanostructures formées est directement liée à la fluence io-
nique pondérée par l’énergie de bombardement. Les proprié-

tés optiques des surfaces nanotexturées sont ensuite étudiées.
Lorsque la largeur des nanostructures est petite devant la lon-
gueur d’onde de la lumière (dans le c-Si), la surface nanotex-
turée agit comme une couche antireflet à gradient d’indice de
réfraction. Une très faible réflectance (de l’ordre de 2% en inci-
dence normale) dans une large gamme spectrale (approximati-
vement [250,1000 nm]) peut être atteinte. De plus, une forte dif-
fusion de la lumière est engendrée lorsque la largeur des nano-
structures dépasse un certain seuil, permettant l’amélioration
de l’absorptance dans la gamme [1000,1200 nm].
Les propriétés optiques des surfaces nanotexturées sont inté-
ressantes pour améliorer la photogénération de charges élec-
triques dans les cellules photovoltaïques c-Si. Cependant, les
dommages induits en surface du c-Si par bombardement io-
nique sont responsables d’une augmentation de la recombinai-
son des charges en surface. Des conditions optimales de na-
notexturation du c-Si par plasma SF6/O2 peuvent être obte-
nues par la maximisation du flux d’ions, en maintenant l’éner-
gie de bombardement faible. Ces spécifications se révèlent an-
tagonistes dans le cas d’une décharge CCP à excitation simple
fréquence, mais le conflit peut être (en partie) levé par l’utilisa-
tion de l’excitation TVW.

Title: Plasma Nanotexturing of Silicon for Photovoltaic Applications: Tailoring Plasma-Surface Interactions
for Improved Light Management
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Abstract: This thesis focuses on the study of crystalline sili-
con (c-Si) surface texturing at the nanoscale (nanotexturing)
using capacitively coupled plasma reactive ion etching (CCP-
RIE). The general objective consists of tuning the nanotextured
surface properties to improve light-management in c-Si solar
cells through front surface texturing. To this aim, both single-
frequency voltage excitation and Tailored Voltage Waveforms
(TVWs), i.e. a multifrequency approach triggering electrical
asymmetries in the plasma, are used.
The electron heating mechanisms and ion bombardment en-
ergy on the surface are first studied. An identification of the
dominant electron heating mechanisms in low pressure SF6/O2
plasma is demonstrated using TVWs as an innovative probing
tool. Different electrical asymmetry effects are shown to arise,
affecting both the ion flux and bombardment energy on the
etched surface. TVW excitation leads to an extended range of
conditions for SF6/O2 plasma etching in CCP-RIE. The plasma-
surface interaction mechanisms during SF6/O2 plasma nan-
otexturing of c-Si surfaces are then investigated. A process-
ing window to achieve nanotextured anti-reflective c-Si sur-
faces (“black silicon”) at room temperature is delimited. A phe-
nomenological model is proposed to account for the roles of
ion flux and energy on the etching process. From this model,

a direct link between the energy weighted ion fluence and the
nanostructure size is identified. Subsequently, optical proper-
ties of plasma nanotextured c-Si surfaces are studied. When the
nanostructure width is small compared to the wavelength (in
c-Si), the nanotextured surface acts as an anti-reflective graded
refractive index layer. Very low reflectance over a broad wave-
length range (in the order of 2% in [250,1000 nm] at normal in-
cidence) can be achieved. Additionally, strong light scattering
is shown to arise when the nanostructure width overcomes a
given threshold: light is then more efficiently trapped in the
c-Si substrate, leading to superior absorptance in the range
[1000,1200 nm].
The aforementioned optical properties of nanotextured c-Si
surfaces are of practical interest for improved light manage-
ment in c-Si photovoltaic devices. However, plasma induced
damage is responsible for increased carrier recombination, al-
though this effect can be mitigated when ion bombardment en-
ergy is kept low. Optimized conditions for c-Si nanotexturing
in SF6/O2 plasma can be achieved by maximizing the ion flux
while keeping ion energy low (but above the etching threshold).
These requirements are conflicting in the case of a single fre-
quency CCP discharge, but the trade-off may be (at least partly)
resolved using TVWs.
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