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## Abstract

Transparent optical telecommunication networks constitute a development step from all-electronic networks. Current data network technologies already actively employ optical fibers and transparent networks in the core, metro, and residential area networks. However, these networks still rely on Electronic Packet Switching (EPS) for packets routing, constituting obligatory for each packet optical-to-electronic-to-optical (OEO) signal conversion. On the other hand, Optical Packet Switching (OPS), seemed to be as replacement of EPS, has long promised performance and energy consumption improvements by going away from OEO conversions; however, the absence of practical optical buffers made OPS highly vulnerable to contention, incurring performance reduction, and getting in the way of profiting from OPS gains.

The subject of this research lies in the investigation of the performance of OPS networks under all-optical and hybrid switches, while server-side transmission activities are regulated by Transport Control Protocols based on Congestion Control Algorithms (TCP CCAs). We consider that OPS could be enabled by use hybrid switch, i.e. devicelevel solution, as well by use of specially designed TCP CCAs, i.e. network-level solution, giving birth to Hybrid Optical Packet Switching (HOPS) networks.

We extensively study OPS, HOPS and EPS types of Data Center Networks (DCN) coupled with different TCP CCAs use by following the next three axes of DCN performance: Throughput, Energy Consumption, and Latency. As for TCP CCAs we consider not only existing but also newly developed solutions. If Stop-And-Wait (SAW), Selective Acknowledgment (SACK), modified SACK (mSACK) and Data Center TCP (DCTCP) are already known to the world, Stop-And-Wait-Longer (SAWL) is newly presented and is designed to bring the best out of the HOPS DCN. As a result, it is shown that hybrid switch solutions significantly outperform bufferless all-optical switches and reach the level of all-electronic switches in DCNs in terms of throughput. In terms of energy consumption, hybrid solutions can save up to 4 times on energy on switching compared to all-electronic solutions. As well HOPS DCNs can exhibit microseconds-scale average latencies, surpassing EPS and performing on the level with OPS.

The question of the introduction of Classes of Service to HOPS DCN is also investigated: it was found that class-specific switching rules to hybrid switch can ameliorate the performance of certain classes without almost performance loss in others.

Keywords: Packet-switched networks, Packet Switching, Transparent networks, Optical Switches, Hybrid Switches, TCP, Congestion control, CCA, Data Center, Data Center Networks

## Résumé

Les réseaux de télécommunication transparent constituent une étape de développement des réseaux entièrement électroniques. Les technologies de réseau de données actuelles utilisent déjà activement les fibres optiques et les réseaux transparents dans les réseaux centraux, métropolitains et résidentiels. Toutefois, ces réseaux reposent toujours sur la commutation électronique de paquets (EPS) pour le routage des paquets, qui rend obligatoire pour chaque paquet d'avoir une conversion de signal optique à électronique à optique (OEO). D'autre part, la commutation optique de paquets (OPS), qui semblait remplacer le système EPS, promet depuis longtemps des améliorations en termes de performances et de consommation d'énergie en s'éloignant des conversions OEO; Cependant, l'absence de buffers optiques pratiques rendait OPS extrêmement vulnérable aux contentions, entraînant une réduction des performances et empêchant de tirer profit des gains de l'OPS.

L'objetif de cette recherche est d'étudier la performance des réseaux avec des commutateurs tout optiques et hybrides, tandis que les activités de transmission côté serveur sont régies par des protocoles de contrôle de transport basés sur des algorithmes de contrôle de congestion (TCP CCA). Nous considérons que l'opération OPS pourrait être activée en utilisant un commutateur hybride, c.à.d. une solution au niveau de l'appareil, ainsi que des TCP CCA spécialement conçus, c.à.d. une solution au niveau du réseau, donnant naissance à des réseaux hybrides à commutation de paquets optique (HOPS).

Nous étudions les réseaux de centres de données (DCN) de type OPS, HOPS et EPS associés à différentes TCP CCAs en suivant les trois axes de la performance : débit, consommation d'énergie et latence. En ce qui concerne les TCP CCA, nous considérons non seulement les solutions existantes, mais également celles développées. Si Stop-AndWait (SAW), Selective Acknowledgment (SACK), SACK modifié (mSACK) et Data Center TCP (DCTCP) sont déjà connus, Stop-And-Wait-Longer (SAWL) est présenté ici et conçu pour tirer le meilleur du HOPS DCN. Il est démontré que les solutions de commutateurs hybrides surpassent de manière significative les commutateurs tout optiques sans buffer et atteignent le niveau de commutateurs tout électroniques en termes de débit du reseau. En termes de consommation d'énergie, les solutions hybrides peuvent économiser jusqu'à 4 fois plus d'énergie de la commutation par rapport aux solutions tout électroniques. De plus, les DCN HOPS peuvent atteindre des latences moyennes à l'échelle des microsecondes, dépassant ainsi les EPS et se situant au même niveau que les OPS.

La question de l'introduction de classes de service dans HOPS DCN est examinée : on constate que les règles de commutation spécifiques en commutation hybride peuvent améliorer la performance de certaines classes sans pertes significatives d'autres.

Mots clés: Réseaux à commutation de paquets, commutation de paquets, réseaux transparents, commutateurs optiques, commutateurs hybrides, TCP, contrôle de congestion, CCA, centre de données, réseaux de centres de données
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## Chapter 1

## Introduction

### 1.1 Introduction into Optical Networks

### 1.1.1 Optical Networks as a Driver and Enabler

In the modern world, telecommunications play a huge role in many aspects of our lives. People's work, entertainment, social life activities are all closely tied with telecommunications. Let's just take an example of an average work-day: in the morning we read news on phones and tablets online; during the day we plan meetings, create documents and spreadsheets online, manage people and projects online; in the evening we might go chat on our favorite social network online and interact with other people online; others may go out for a movie or restaurant off-line, but will select them online and soon after leave a thorough review as well online; we go asleep by checking our emails online. All these online or internet activities are enabled and exist solely thanks to the possibility of telecommunication.

Let us consider just a case of morning news read from your favorite newspaper web-site (actual paper is no longer needed). The tablet or phone sends and receives traffic through a wireless connection to the nearest base station, the base station needs a connection to the network that could route the traffic locally and internationally, to land this traffic into edge or cloud data center. The path of traffic doesn't stop there: the request for some special article is processed in the data center, which has numerous interconnected servers, which work hard to construct a reply in the form of data containing a web-page with the desired article. And only after all of these processes, the data is sent back to repeat the whole path of the intertwined network to be landed on the user's phone or tablet. To support such present day telecommunications, efficient networks have to be constructed. An efficient network has several requirements, the most important are: bandwidth, latency, connectivity, and cost.

Bandwidth requirement means that a network has to support a certain amount of traffic, which is measured in the amount of data (in bytes or bits) sent per amount of time. According to the latest Cisco Visual Networking Index [1] global IP traffic will reach 396 Exabytes ( 1 Exabyte equals 1000000 Terabytes) by 2022 per month, i.e. 3 times 2017's. This ever-increasing traffic passes through different segments of the network as shown in Fig. 1.1: users' traffic enters a network from multiple points through an access network then joining Metropolitan Area Network (MAN) and then Core Network. Such combining and multiplexing of users' traffic impose different requirements on bandwidths of MAN and Core Network. The bigger the network segment becomes, the


Figure 1.1 - Optical Network Segments
bigger traffic the network has to support. If it weren't for the enabling bandwidth of optical networks, this ever-increasing demand on traffic distributed over MAN and Core Network couldn't be answered. Optical networks can offer a wide variety of link speeds, that may meet the need of any segment of the network, offering high speeds going up to hundreds of Gigabits per second for short links [2] and even tens of Terabits per second over a single mode fiber [3] for transcontinental communication.

Latency, alongside with bandwidth, forms another requirement: if bandwidth defines the amount of traffic users exchange, latency defines a delay of such exchange of information. It is usually defined as a Round-Trip-Time (RTT) and measured in seconds, meaning time needed for a request sent by the user or server to be answered by server or user (respectively) in the form of a received response. Latency becomes a very important parameter in the future generation of mobile and data center networks. Latencies in the case of mobile networks: future 5G network standards require less than 1 ms of latency [4]. The answer to that requirement mostly consists of the application of optical networks [5], which are limited only by the speed of light. Such networks allow using Cloud Random Access Network (C-RAN), which means: 1) decoupling wireless signal processing from the base station and processing it in a cloud data center; 2) connecting multiple radio base stations by a Passive Optical Network (PON) [6]. Latency in the case of Data Centers plays an important role as well. Data Centers contain multiple servers connected by a network, always exchanging information, e.g. delivering a response to a search request [7]: the task is distributed among a group of servers. To minimize the time of delivering of a response, one has to minimize latencies [8] between servers,

| Application Layer: Browser |
| :---: |
| Transport Layer: TCP |
| Network Layer: IP packets |
| Data Link Layer: Ethernet, SDH.. |
| Physical Layer: Fiber, Twisted Pairs.. |

Figure 1.2 - Open Systems Interconnection Model
especially tail (99th percentile) latency [9] when the network load is high. If these strict time sensitive requirements are not met, big revenue losses may happen for service delivery companies, such as Google or Amazon [10]. It is the optical networks that can come to the rescue and deliver the lowest network latencies possible, which are limited only by the speed of light [11].

Apart from bandwidth and latency, structural requirements come into play, such as connectivity and cost. As mentioned above, networks consist of several segments that differ on size and connect all of the next: radio base stations, Data Centers, homes, plants, and businesses located in different geographical regions. When the requirement of connectivity arises, it is an optical network that can answer it: only optical fibers that compose optical networks can provide the impressive attenuation of the signal, such as $0.2 \mathrm{~dB} / \mathrm{km}$. This directly means, first, the possibility to connect locations tens of kilometers away without any amplification of the signal and up to thousands of kilometers when amplifiers are used. Second, that means that optical transceivers can send less powerful signals, than in other media, such as electronic or wireless, directly meaning less energy consumption and cost efficiency.

Notwithstanding the role of other contributors, optical networks are one of the most important drivers and enablers of telecommunications. To support the global demands of networks on bandwidth, latency, connectivity, and cost, it is optical technologies and optical networks that can fully answer them.

### 1.1.2 Layered Structure of Telecommunications

According to the Open Systems Interconnection Model (OSI model) [12], present day telecommunications rely on layered structure of communication protocols, where each protocol is responsible for providing a level-specific link abstraction. Layered structure representation is shown on Fig. 1.2.

Application Layer represents the highest layer of protocols, which are specific for an application that is being used, be it a browser showing a web-page, Base Band Processing Unit (BBU) in C-RAN connected to a Radio Base Station located and processing InPhase/Quadrature (I/Q) samples of radio signal, or just an File Transfer Protocol (FTP) server. This layer ensures the functioning of an application according to its needs and consists of transporting and managing data as a whole, e.g. a photo of a cat encoded in a specific format. The data is then partitioned and transmitted by protocol specific-data units (PDU), with each layer operating with their specific types of PDU.

Transport Layer provides support for application layer protocols and relies on the network layer. Transport Layer protocols control the transmission of application data


Figure 1.3 - Common Protocols Stack in Optical Networks
partitioned on a transport layer PDUs. Examples of the transport layer protocols are next: Transport Control Protocol (TCP), with TCP Segment as UDP, or User Datagram Protocol (UDP), with UDP datagram as UDP. Each TCP Segment or UDP Datagramm is then encapsulated onto IP packet, a UDP of Network layer.

Network Layer is represented by the IP protocol, which manages individual IP packets whereas Transport Layer manages a set of them. IP packets contain source and destination addresses of nodes, where the application resides. These addresses help to route an IP packet in the network: it may traverse several routers and nodes in the network before will be delivered to the destination. If transport layer provide the end-toend communications, IP has and hop-by-hop service, with intermediate nodes reading their IP addresses in order to route a packet further.

Data Link Layer defines the way IP packets encapsulated in data link layer PDU, frames, are transported on link-by-link basis from source node towards a destination node that may contain multiple intermediate links. The data link protocol ensures that these links would deliver the data in the form of the frames. Examples of the data link protocol are Ethernet [13] protocol, primarily for Local Access Network (LAN), Synchronous Digital Hierarchy (SDH) [14] or Synchronous Optical NETworking (SONET) [15] protocols for optical MAN and core optical networks.

Physical Layer is the layer that physically transports the data on the communication channel between two or more nodes. The physical layer may represent copper cables, wireless connections, or optical fibers. The frames from Data Link Layer are sent over said media, by modulating some physical property of the media, like amplitude or phase of an electromagnetic wave propagating in the air or fiber, or by modulating the voltage on the copper fiber.

Thesis contribution: This thesis concentrates on the Cross Layer Design of telecommunications, which means that we take into account several layers of OSI model and optimize them into working together beyond what could be done/reached by optimizing layers separately. Such optimization will result in a benefit to some properties of communications, such as latency, energy consumption, or the throughput.

### 1.1.3 Optical Network Layers Stack Overview

Currently, the communications consist of interdependent layers of protocols depicted in Fig. 1.3 and the majority of them are managed in the Electronic domain,


Figure 1.4-Optical Transport Network (OTN) Protocol Wrapper


Figure 1.5 - Second Degree ROADM operation principle
whereas only Physical Layer can be managed in the optical domain.
Without the loss of generality one can establish next scheme of the data transmission: TCP regulates the transmission of IP packets, which are put onto Ethernet, SONET or SDH frames, which are then encapsulated onto Optical Payload Unit (OPU) which are then sent in an Optical Transport Network (OTN) [16] (cf. Fig. 1.4). OTN is a set of protocols that relies on the optical media for transmitting the signal but still is managed in the electronic domain. However, the optical media is a specific one, which is represented by Dense Wavelength Division Multiplexing (DWDM) channels.

DWDM [17] primarily consists in transmitting information on up to 80 wavelengths in C-band ( $1530-1565 \mathrm{~nm}$ ), where each wavelength behaves as an independent channel. DWDM technologies rely heavily on the use of an optical device, called Reconfigurable Add and Drop Multiplexer (ROADM). ROADMs can separate and multiplex wavelength channels and route them through specific ports thanks to a Wavelength Selective Switches [18]. An example of the ROADM node is represented in Fig. 1.5. There we can see an example with optical channel on $\lambda_{1}$ passing through a node without any Optical-Electronic-Optical (OEO) conversion; and add or drop channels on $\lambda_{2}$ or $\lambda_{3}$ from/on Network Interface Cards (NIC) that convert data from electronic domain onto optical one through Optical Electronic (OE) and Electronic Optical (EO) conversions. This way one can create wavelength specific topologies in the optical network.

The current generation of optical networks has ROADMs, which have optical func-


Figure 1.6 - Possible Evolution of Protocol Stack towards All-Optical Networks
tionalities: each wavelength has a specific path in the network and is reconfigurable on command. It is no longer just point-to-point communications as in the previous generation optical networks [19], and now an optical property, a wavelength, contains the information on the wavelength-unique optical path between nodes. However, this could and should evolve further if we would move the upper layers of communications from the electronic domain onto optical.

### 1.1.4 Possible Evolution of Optical Network towards Hybrid Optical Packet Switching

In the heart of all electronic domain layers lies the technology called Electronic Packet Switching (EPS). EPS defines how the data is routed in the network to achieve its destination. EPS relies on routing the packets of data, where each packet has information about its destination, e.g. IP address in IP packet. When the packet of data enters the router or network switch, the address is read and data is sent on the required output. Depending on the layer, such a packet can have different names and types, for example for the Network layer it is IP-packets, in the case of Ethernet/SONET/SDH/OTN layers it is frames, but the principle is the same and happens always on electronic domain: a switch/router receives a chunk of data, reads the address, decides to which output to send, and sends it.

There is a persistent interest in the scientific community in moving higher layers of communication on the optical level [20]. By going away from electronic domain dominance, one could achieve several major improvements in several characteristics, such as better latency, transparency to advance modulation formats (i.e. possibility to increase traffic volume per fiber), and energy-savings due to disappearance of numerous OEO conversions. But it's easier said than done, which explains the research stage of such kinds of proposals. All of them have something in common: they try to replace the dominant switching mechanism of networks - EPS. Most of the proposals are centered around the introduction of a new type of switching, e.g. Optical Circuit Switching (OCS), Optical Burst Switching (OBS), Optical Packet Switching (OPS) [21] or any other hybrid solution with a mix of this (e.g. EPS) and that (e.g. OCS).

OCS consists of fast switching of optical circuits that are composed of only optical fibers and a light path running on them. The switching happens on the level of the whole circuits. The circuits are created by the configuration of OCS switches, based on Micro-Electro-Mechanical System (MEMS) mirrors [22]. Such systems may well be used in Data Center or High-Performance Computing (HPC) networks [23]. The time of
configuration of a switch is on the order of milliseconds, but the time of configuration of the whole path depends on the number of switches on the light path and may be much higher. The time of tearing down of the circuits as well may take additional time. Due to these constraints of times of setting and tearing down of the circuit, the OCS lose to EPS in throughput if the amount of data to transmit is not big enough, i.e. when the time needed to transmit data is much less than the time needed to establish and tear down the connection. However, OCS let us get away completely from OEO conversions and let to use only one pair of transmitter/receiver, whereas EPS require to use a number of pairs transmitter/receiver equivalent to the number of EPS switches plus one pair for origin/destination server, on the way of the light path.

Optical Burst/Packet Switching (OPS/OBS) [24] may be used as an alternative to EPS. The technology consists in switching of data on the level of packets/frames/bursts on the switches: optical packets or burst are not converted to the electronic domain, and are routed to the switch output directly (switching matrix could be based on Micro-Electro-Mechanical Systems (MEMS) or Arrayed Waveguide Grating (AWG), cf. Ch. 2). OPS and OBS use statistical multiplexing the same way as EPS and does not require the reservation of the whole path as in OCS, leading to better throughput. The key difference between OBS and OPS is that OPS orchestrates the switching of packets that possess only specific and dedicated content, whereas OBS switches bursts of data, which have a set of various data that happen to have the same source and destination address. OPS and OBS supposed to get away from the OEO conversion of EPS and have the same network throughput, but unfortunately, the contention issue rises. OPS and OBS are susceptible to contention issue [25]: when the two packets enter from two different inputs and have to be sent to the same output. In that case, in the absence of optical buffer, both packets are lost, meaning high Packet Loss Ratio (PLR) [26]. High PLR drastically deteriorates the quality of telecommunications.

Hybrid solutions are also proposed to keep OPS/OBS advantages of statistical multiplexing, EPS's advantages of throughput, OCS's advantages of OEO conversion reductions: concurrent use of EPS and OCS [27], or EPS and OPS [28]. We would like to pay attention to another hybrid solution, that consists of addressing the contention problem of the OPS by equipping OPS switch with shared electronic buffer [29] and resolving high PLR problem.

Thesis contribution: We generalize mentioned solution [29] with considering a variable number of buffer inputs/outputs, and call it as Hybrid Optical Packet Switching (HOPS). In the current absence of optical buffers, this solution is viable and helps to maintain all of the advantages of EPS and OCS without losing advantages of OPS. It was shown that the addition of electronic buffer does not entail a significant rise of OEO conversion [30]. We will discuss more precisely this solution in Ch. 2. The performance of HOPS network could be potentially enhanced more if we would apply some tailored to OPS TCP Congestion Control Algorithms (CCAs) [31].

We can conclude that to boost the performance of optical networks, one needs to evolve the current optical protocol layer stack, by moving some of them onto the optical domain as shown in Fig. 1.6. In this thesis, we argue that the best method for this is to opt for HOPS networks and we will study these questions in the next chapters of this thesis.

### 1.2 Optical Networks for Data Centers

Data Center Networks (DCN) are responsible for the biggest amount of traffic on networks in general. According to the Cisco Global Cloud Index of 2015 [32], the amount of monthly Intra Data Center traffic is more than 8 times bigger than Inter Data Center traffic and is 76 times bigger than the Non-Data Center Traffic. According to the 2018 update [33], such traffic that resides entirely in Data Centers will reach 14.6 ZettaBytes per year by 2021, growing almost by 3 times from 2016.

To support such predominant nature of Intra Data Center traffic and its constant growth, data centers require high performing networks with stringent requirements on various parameters, such as throughput, latency [34], and energy consumption. Over the last decade (plus one year) there were several major innovations in DCNs. M. Al-Fares in 2008 [35] proposed a scalable network topology for support of high performing networks composed of commodity switches, which was adopted by major companies, e.g. Facebook [36]. In 2011 M. Alizadeh proposed to use efficient Data Center TCP (DCTCP) [37] to reduce latencies in DCNs, which was later set as a quasi-standard for DCNs [38]. However, these innovations don't remedy every network performance problem, and all of them are based on use of Electronic Packet Switching (EPS) technology. Current DCNs exhibit sub-optimal Data Center (DC) resources utilization, e.g. CPU, memory, etc., and this time an optical network could be used to address that problem [39].

Optical Network in Data Centers requires advances and progress in network building and performance just as any network, but possess some flexibility, as they represent a controlled environment. A maintainer of a Data Center can adapt the network for specific needs and can build tailored optimized networks consisting of some special equipment, if needed. DC networks necessitates low latency and energy consumption, which makes them as a fertile ground for the application of different types of optically switched networks.

There are plenty of proposals for data center networks that try to diverge from EPS dominance. These solutions based on OPS, OCS, or hybrid solutions as described in the previous section of this chapter. N. Farrington et al. explores extending the use of just of EPS by OCS for high bandwidth traffic [40]. A. Singla et al. propose a network that would rely solely on OCS [41], the benefits of which is that solution is feasible as there is no problem of contention to solve and it let to get rid of OEO conversations completely. N. Benzaoui et al. propose an analog to OPS [42] - Cloud Burst Optical-Slot Switching (CBOSS), CBOSS uses Software Defined Network (SDN) control to intelligently schedule traffic.

There are a lot of solutions proposed, based on what we call Hybrid Optical Packet Switching (HOPS) (cf. Ch. 2), as this technology potentially can have benefits of network performance of EPS with better latency characteristics, energy consumption reduction of OCS, by solving contention problems of OPS. We will speak about them more in the next chapter, cf. Ch. 2.

Thesis contribution: First of all, from the forecast and demand for innovation by the industrial community, secondly, from research activity in the scientific community in the field of optical networks, we can conclude on worthwhile of the investigation of application HOPS to DC. We put this as the objective of this thesis: whether the application of HOPS to DCN is beneficial and more advantageous than other schemes.

### 1.3 Thesis Structure

This thesis is composed of several chapters, that consists of the incremental study of the application of HOPS in DCN from different perspectives and sides.

This chapter provides a general introduction to Optical Networks, justifies their use for Data Center Networks and motivates the study of the HOPS in DCNs. Chapter 2 provides state of the art in the application of HOPS in DCN, with a review of the most notable OPS and HOPS solutions already proposed to be used in DCNs. Original work was published in [43] and [44]. Chapter 3 describes the general framework for our studies in terms of the context, and assumptions taken. Chapter 4 proposes specially tailored TCP CCAs for HOPS in DCNs, and study the application of HOPS in DCNs in term of throughput. The material in that chapter was predominantly published in [43] and [45]. Chapter 5 studies the application of HOPS from the energy consumption point of view. The results of these studies were originally published in [46]. Chapter 6 discusses latencies achievable in the HOPS DCNs and discusses the use of now-conventional DCTCP, originally designed for EPS, for HOPS. These study findings were originally published in [47]. Chapter 7 considers the potential of the existence of packets of different classes of service in a network and considers class-specific routing rules in a HOPS network. The study was published originally in [48]. Chapter 8 offers general conclusions and discuss perspective work.

### 1.4 Thesis Contributions and List of Publications

The work presented in this manuscript has led to 2 journal papers cf. Sec. 1.4.1, 5 international conference papers cf. Sec. 1.4.2, 1 national conference paper cf. Sec. 1.4.3 and 1 worskhop poster cf. Sec. 1.4.4.

This thesis considers Optical Packet Switching (OPS) networks vulnerabilities and solutions to overcome them. In particular, we analyze two different level solutions: hybrid switch, i.e. Hybrid Optical Packet Switching (HOPS), representing device level, and Transport Control Protocols with Congestion Control Algorithms (TCP CCAs) representing network level.

This thesis investigates the application of the combination of HOPS with TCP CCAs to Data Center Networks (DCN). Through comparison of known schemes "OPS with TCP CCAs", "Electronic Packet Switching with TCP CCAs" and proposed new one "HOPS with TCP CCAs", we are answering what TCP CCAs are adapted to be used for HOPS and why HOPS with TCP CCAs is the best solution to be used in DCN. We study three axes of network performance: throughput [45, 43], energy consumption[46] and latency [47], in order to provide adequate comparison of network types and arrive to conclusion. Furthermore, we study the possibility and benefits of application of class-specific switching rules for HOPS network [48] in DCN.

### 1.4.1 Journals

- [43] A. Minakhmetov C. Ware, and L. Iannone, "Data Center's Energy Savings for Data Transport via TCP on Hybrid Optoelectronic Switches," IEEE Photonics Technology Letters, vol. 31, no. 8, pp. 631-634, 15 April, 2019.
- [46] A. Minakhmetov C. Ware, and L. Iannone, "TCP Congestion Control in Datacenter Optical Packet Networks on Hybrid Switches," IEEE/OSA Journal of Optical Communications and Networks (JOCN), vol. 10, no. 7, pp. B71-B81, Jul 2018.


### 1.4.2 International Conferences

- A. Minakhmetov C. Ware, and L. Iannone, "Data Center's Energy Savings for Data Transport via TCP on Hybrid Optoelectronic Switches," in IEEE Photonics Conference (IPC), TuC3.3.
- [48]A. Minakhmetov, C. Ware and L. Iannone, "Hybrid and Optical Packet Switching Supporting Different Service Classes in Data Center Network," in 23rd Conference on Optical Network Design and Modelling (ONDM), Athens, Greece: May 2019. To appear.
- [47] A. Minakhmetov, A. Nagarajan, L. Iannone and C. Ware. "On the Latencies in a Hybrid Optical Packet Switching Network in Data Center," in Optical Fiber Communication Conference (OFC), no. W2A.21, San Diego, USA: Mar. 2019.
- [44]A. Minakhmetov, H. Chouman, L. Iannone, M.Lourdiane and C. Ware, "Networklevel strategies for best use of optical functionalities," in Int. Conf. on Transparent Optical Networks (ICTON), no. Tu.B1.3, Bucharest, Romania: IEEE, Jul. 2018, invited paper.
- [45] A. Minakhmetov, C. Ware, and L. Iannone, "Optical Networks Throughput Enhancement via TCP Stop-and-Wait on Hybrid Switches," in Optical Fiber Communication Conference (OFC), no. W4I.4, San Diego, USA: Mar. 2018.


### 1.4.3 National French Conference

- A. Minakhmetov, C. Ware, and L. Iannone, "Amélioration du débit des réseaux optiques via TCP Stop-and-Wait sur les commutateurs hybrides," in ALGOTEL 2018, May 2018, Roscoff, France.


### 1.4.4 Students Conferences and workshops

- A. Minakhmetov, C. Ware and L. Iannone "TCP Congestion Control in Datacenter Optical Packet Network on Hybrid Switches," in EPSRC Summer School in Photonics. University of St Andrews, Scotland: June 2018, poster.


## Chapter 2

## State of the Art on Hybrid Optical Packet Switching

Packet switching is at the heart of current data networks due to its high flexibility and efficient use of available capacity through statistical multiplexing. However, switching currently must be performed electronically, despite the fact that most of the traffic is transmitted through optical signals. This incurs many Optics-to-Electronics-to-Optics (OEO) conversions, thus a cost in terms of energy and performance bottlenecks of the electronics. Given the traffic's exponential growth, this cost leads to an unsustainable increase of energy consumption and other operational expenses. Optical Packet Switching (OPS) initially has been proposed in 1990s in [49], [50] and gained its maximum interest in mid-2000s [20]. However, with traffic being asynchronous and in the absence of a technology that would make optical buffers in switches a reality, the contention issue rises, leading to poor performance in terms of Packet Loss Ratio (PLR) [26], thus making the OPS concept impractical. To the present moment, several solutions have been proposed to bring the OPS technology to functional level [51], among which we can identify two groups of solutions: network level and device level solutions. This thesis introduces a joint application of two of them: hybrid switches, as a device level solution, and special TCP Congestion Control Algorithms (CCA), as network level solution. We call this joint solutions as Hybrid Optical Packet Switching (HOPS) and view it as a variant of OPS.

The idea of a hybrid switch consists of coupling an all-optical bufferless switch with an electronic buffer [52]: when contention occurs on two (or more) packets, i.e. when a packet requires to use an output port that is busy transmitting another packet, it is switched to a shared electronic buffer through Optical-Electrical (OE) conversion. When the destination output is released, the buffered packet is emitted from the buffer, passing through Electrical-Optical (EO) conversion. However, in the absence of contention (which is the case for most packets), the hybrid switch works as an all-optical switch, without any wasteful OE and EO conversions, offering the possible cut-through operation. Adding a shared buffer with only a few input-output ports lets us considerably decrease PLR compared to an all-optical switch [53], and bring its performance to the one of electronic switches, but now with an important reduction in energy consumption. One would save the OEO conversions for most of the packets: W. Samoud et al. [30] show that for a hybrid switch, that possesses roughly half as many inputs (30) for electronic buffers than switch inputs (64), one can gain more than $50 \%$ in reduction of OEO con-
version in the worst case of $100 \%$ load, compared to an all-electronic switch. Thus, such reduction of the OEO conversion could be relayed to significant reduction of the energy per bit, which is always sought by the industry [54].

Additionally to the reduction of the energy per bit, the OPS and its modification, OPS on hybrid switches,i.e. HOPS, could bring the reduction of the latency in Data Centers, as only a portion of the packets passes by the store-and-forward electronic buffer. Knowing that the tails of distribution of latency occurrences plays big role in data centers [54], the OPS and HOPS could be the answer for reduction of latency.

As for use of TCP CCA approach to fight the contention effect, P.J. Argibay-Losada et al. [31] propose to use all-optical switches in OPS networks along with special TCP CCAs, in order to bring the OPS network throughput up to the same levels as in EPS networks with conventional all-electronic switches, negating the effect of the poor PLR of a standalone all-optical switch and ensuring high levels of quality of service of the whole network. In protocol design one could bring forward two main aspects: properly setting the Retransmission Time-Out (RTO) and the size of the congestion window, both of which must be properly set with initialization of every TCP connection and adjusted along its lifetime. RTO is one of the main parameters used to figure out whether we should consider the sent packet as lost and resend it, or keep waiting for the acknowledgement before sending the next packet. When transmission is successful and without losses, RTO is set to a value close to the Round-Trip-Time (RTT), i.e., the time elapsed between the start of sending a packet and reception of the corresponding acknowledgement. The other important aspect of the TCP CCA is the congestion window, i.e. how many packets can be sent before pausing and waiting for acknowledgments. The answer to the question of the evolution of the congestion window depends on the TCP variant and the conditions of the network. According to the authors of [31], in the case of an all-optical OPS network, the TCP Stop-And-Wait (SAW) algorithm, which maintains only one packet in flight, is adapted for Data Centers and LAN networks; whereas TCP modified Additive Increase Multiplicative Decrease (mAIMD) family of algorithms is aimed at making OPS work for larger Metropolitan Area Networks (MAN) networks.

In order to conclude on the importance of hybrid solution for OPS, we are going to review different existing hybrid switch solutions in Sec. 2.2 of this chapter. Use of CCAs for OPS is a part of network levels solutions, which we are going to review in Sec. 2.1 of this chapter.

### 2.1 Network Strategies for Contention Resolution

The traditional solution against lossy networks has been a Transport Control Protocol (TCP) where the recipient of data packets acknowledges them, so that the sender can realize that some specific packets were lost and retransmit them. An optical switch that loses a packet to contention can extend this technique to all-optical negative acknowledgments (AO-NACKs): somehow sending back a signal that the packet was lost.

This idea was explored in a bufferless variant of LIONS [55]: the switch sends an AO-NACK to a source server so as to demand retransmission of blocked packets. The results have shown that this contention-handling scheme yields a network throughput equal to that of a LIONS switch with distributed electronic buffer. However, it must be noted, that the topology of a reviewed network is a "star" with one switch, while in some
networks, e.g. in data centers, the topology is much more elaborate, and such scheme of AO-NACK might not be viable.
W. Miao et al. [56], in their demonstration of the switch, also considered a variant of AO-NACK scheme with all-optical bufferless switch, in the more sophisticated topology of a data center. Such network exploits several "star" sub-topologies with all-optical switch in a center, with "stars" interconnected through electronic Top-Of-Rack (ToR) switches, and could be referred as one-hop optical network, i.e. no direct connections of optical-to-optical switch. Thus some packets are required to undergo an OEO conversion in order to be routed to destination. In 2018, authors of [56] continued their work and proposed another approach in forming the data center network [57], limiting number of all-optical switches while interconnecting the same number of clusters. However, electronic ToR switches are still being used, requiring OEO conversions for some packets, without network being completely transparent.

The question of extending AO-NACK scheme to a multi-hop optical network was addressed by X. Yu et al. [58]: authors proposed to route back propagating AO-NACK through several switches. However, this requires extra switching capacity (in their case, this means extra wavelength converters). Additionally, by attempting to solve packet contention this way, another problem is created: contention of two AO-NACKs, which is not managed.
P. Argibay-Losada et al.[59, 31] propose another approach: the use of acknowledgments (ACKs), this is the basic principle of conventional TCP, but now applied to optical packet layer ; servers receive ACKs from destination servers, instead of receiving AONACKs from switches, and regulate retransmissions through Retransmission Time Out (RTO) timer, upon expiration of which a packet is retransmitted. As well the servers regulate a variable called Congestion WiNDow (CWND), which defines variable number of packets that could be in flight unacknowledged. The rules defining the evolution of RTO and CWND compose a Congestion Control Algorithms (CCA) of TCP. Authors explored two families of TCP CCAs: Stop-And-Wait (SAW) [59] and Additive-Increase-Multiple-Decrease (AIMD) [31], and found out that use of SAW for short-range multi-hop networks and AIMD for long-range multi-hop networks composed of buffer-less OPS switches allows to achieve a network throughput comparable with conventional networks throughput.

We must note that packet contentions are not regulated either only by buffering solutions or by network-level strategies in OPS: there are studies on combination of them. J. Wang et al. [60] explored retransmission strategies in an one-hop OPS network with use of AO-NACK scheme and switches equipped with Fiber Delay Lines (FDLs) as a packet-buffering solution. It was shown that adding a limited number of retransmissions helps to further decrease the packet loss rate.

### 2.2 Hybrid Optical Packet Switching

In this section we review existing hybrid switch solutions presented in scientific literature, address its general architecture, and explain the assumptions made from the side of hybrid switch for the study presented in this thesis. Mostly, these solutions were applied and discussed in the context of Data Center Networks (DCNs). Summary of solutions presented below is provided in the Table 2.1

Table 2.1 - Hybrid Switch Candidates for Hybrid Optical Packet Switching

| Solution | Dimension | Switching <br> Scheme | Contention Resolution |
| :---: | :---: | :---: | :---: |
| DOS [61] | $512 \times 512$ <br> (theoretical) | TWC + AWG | Shared Electronic Buffer |
| HOPR [62] | $8 \times 8$ | TWC + AWG | Shared Electronic Buffer |
| LIONS [55] | $4 \times 4$ | TWC + AWG | Shared Electronic Buffer <br> Distributed Electronic Buffer <br> Shared + Distributed Buffer <br> No Buffer: N-ACK scheme |
| HOPR evol. [29] | 8x8 | B\&S + SOA | Shared Electronic Buffer |
| Hipo $\lambda$ aos [63] | $256 x 256$ <br> (theoretical) | TWC + AWG + <br> B\&S + SOA | Fiber Delay Lines |

### 2.2.1 Hybrid Switch Proposals

Throughout 2010s there was a persistent interest in finding technological solutions for OPS, exploring various enabling components and architectures, differentiating in contention resolutions schemes and switching dimensions (possibility to switch from $N$ inputs to $N$ outputs).

In 2010 Xiaohui Ye et al. [61] presented a Data Center Optical Switch (DOS), an optical packet switch model, that could be seen as a prototype of the hybrid one: switching was performed through combination of Arrayed Waveguide Gratings (AWGs) switching matrix with Tunable Wavelength Converters (TWC), which essentially performed OEO along with wavelength packet conversion in order to switch it accordingly through AWGs. Similarly to the hybrid switch discussed in this thesis, DOS managed contentions through the shared electronic buffer, storing the contended packets.

In 2012 Ryo Takahashi et al. [62] presented a similar to DOS concept, called Hybrid Optoelectronic Packet Router (HOPR). HOPR, despite its name, was not exactly what we call a hybrid switch, as performed OEO conversions for all the packets by TWC in order to route them.

In 2013 Y. Yin et al. [55] presented low-latency interconnect optical network switch (LIONS), while basing it on DOS and as well designed to be used in DCNs. Leaving the same concept of switching TWC+AWGs authors explored different contention resolutions schemes along with distributed (channel-specific) electronic buffer, mixed electronic buffer (some buffers are shared, some distributed). As well authors of [55] proposed the use of All-Optical Negative Acknowledgement (AO-NACK), where the LIONS doesn't have any buffers, but sends to servers the AO-NACK on the same channel by back propagation, indicating that the packet should be retransmitted. That architecture could be seen as a TCP-related control scheme, however, the reviewed topology is a star, consisting of only one switch interconnecting a lot of servers.

In 2016 T. Segawa et al. [29] proposed an optical packet switch to be used in DCN that is much closer to hybrid switch than HOPR or LIONS/DOS: it performs switching of optical packets through broadcast-and-select ( $\mathrm{B} \& \mathrm{~S}$ ) and then re-amplification by semiconductor optical amplifier (SOA). This switch splits the incoming optical packet into several ways corresponding to output ports, blocks those that didn't match the packet's destination, and then re-amplifies passed packet by SOA. Shared electronic


Figure 2.1 - Architecture of a hybrid optical packet switch
buffer solves the contention. The OEO conversion is made only for contended packets, as in discussed in this thesis hybrid switch case, while keeping the non-contended packet in optical domain.

In 2017 X . Yu et al. [58] addressed the issue of back-propagating AO-NACK through several hops, what LIONS were missing due to the star topology, and proposed the concept of solving this issue by introducing TWC on output ports of switch (type LIONS/DOS) for back-propagating AO-NACKs, which may seem effective but still adding to OEO conversions. Additionally, this solution was not numerically evaluated.

In 2018 N. Terzenidis et al. [63] proposed a $256 x 256$ optical packet switch to be used in disaggregated data centers, based on Hipo $\lambda$ aos architecture [39], which used a combination of "B\&S+SOA" and AWGs scheme, still undertaking OEO conversion for a packet (by TWCs for use in AWG), however using Fiber Delay Lines (FDL) for contention resolution. FDLs introduce a fixed delay to blocked packets, so as to give a chance to required output port to be liberated and be able to accept blocked packet. FDLs represent all-optical solution, which appears to be more attractive and simple than requiring optical-electrical-optical conversions electronic buffers. However, FDLs may pose a problem with packet latency in asynchronous packet switched networks. Nevertheless FDLs solutions are studied altogether: J. Wang et al. recently [64] provided analytical model for dimensioning optical switch with FDLs and concluded that adding just several FDLs leads to decrease of packet blocking probability.

After this review we can conclude on interesting solution from [29], the only drawback of which is a switching matrix that induces signal losses and requires re-amplification. However this could be overcame by use of recent developments on switching matrices: for example recent T. Chu et al. [65] fast (several ns) 32x32 switching solution, based on Mach-Zehnder Interferometers (MZI) switches arranged in Benes topology. This switching matrix could be potentially applied in 16x16 fully-buffered hybrid switch, meaning equal number (8) of switch and (8) buffer inputs/outputs.

All of the presented solutions above have some common principal blocks, that we are emulating or approximating in our study in order to approach hybrid switch functions. The general structure of the hybrid switch is presented in Fig. 2.1 inspired from [19]. The Switching Matrix switches packets in optical domain without conversion of them to
electronic domain and possess $n_{a}$ input and output ports (azimuths) to do that. The Electronic Buffer accepts packets that experience contention and then re-emit them using $n_{e}$ buffer input and output ports. The Control Module manages these two principle blocks. The model of the hybrid switch, that we consider in this study is explained in more detail in the Ch. 3, Sec. 3.2.

### 2.2.2 Scalability Consideration

When considering switch solutions to be applied in a network, network operators consider the question of scalability: if a solution would support the interconnection of an arbitrary number of servers/nodes, in particular, going from a small number of servers towards hundreds of them. The hybrid switch concept is a scalable solution, providing scalability by two different approaches. Low dimension switches, such as $4 \times 4$ or $8 \times 8$ can offer scalability in Data Center Networks through use of special network topologies, such as $k$-ary fat tree clos topologies [35] where $k$ is the number of I/Os of the switch, as in conventional EPS networks with commodity switches. Otherwise, network operators can opt for high dimension switches, as hybrid switches support up to $512 \times 512$ any to any switching matrix. Through the combination of these two approaches, the network operators can achieve the required number of nodes/servers interconnected.

The buffer in a hybrid switch requires to use some of the outputs of the switching matrix, thus limiting the network from full use of the switching capacity. As an example, in order to realize $8 \times 8$ hybrid switch ( $n_{a}=8$ ) with 8 buffer I/Os ( $n_{e}=8$ ), one would require $16 \times 16$ switching matrix. However, this concern could be overcome by partial use of switching matrix I/Os, e.g. use 12 I/Os as a switch I/O and 4 I/Os for the buffer. It was already shown that just a few buffer I/Os already support acceptable Packet Loss Ratio (PLR) [30], and it will be further shown that $8 \times 8\left(n_{a}=8\right)$ switch with just $n_{e}=2$ already gives a good performance.

### 2.3 Conclusion

In this study we decide to focus on and study the combination of two different levels, i.e. cross-layer, of OPS solutions: on device and on network level. As major part of these solutions directed onto use of optical packed switched networks in data center, first of all we aim at the investigation of the potential performance improvements in DCNs and impact of such cross-layer design on the network.

Among all of network level solutions presented in Sec. 2.1 further we will focus an the approach of custom design of TCP CCAs [31], as this solution let use arbitrary topologies of networks, highly customizable and can be easily integrated in the network as multitude TCPs are already used in EPS networks. The only draw-back of such solution is that OPS switches are still subject to contention, and if this effect is remedied, one can potentially achieve better performance of the network.

When considering device level solutions presented in Sec. 2.2, in order to remedy the effect of optical packets contention, we aim at the hybrid switch solution [29], an optical packet switch, equipped by electronic shared buffers. We rely on buffers only in case of contention. Such solution stands out from others because: 1) it is not limited by topology network, 2) it helps to solve contention issue completely, 3) it still has the benefits of optical switching with keeping the majority of packets switched in optical domain.

The study in this thesis is centered around investigating of performance of a Data Center Network (DCN), composed of hybrid switches, where transmission of data is regulated by specially designed Congestion Control Algorithms, making use of the crosslayer solution. Further we will investigate from different sides the performance of such DCN. We start by reviewing the study conditions, context and assumption made in the next Chapter 3.

## Chapter 3

## Research Framework

In order to study the joint solution of Hybrid Optical Packet Switching (HOPS), we must set up the context, assumptions, and limits of the study. In this study, we are going to simulate the transmission of the data in a data center. A Data Center would consists of a number of servers interconnected through a number of the same-type switches, be it hybrid, all-electronic or all-optical ones. Data transmission would be regulated by TCP Congestion Control Algorithms.

In this chapter, we define the perimeter of the study and provide all the details that help us to create a simulation model that can replicate processes of data transmission in the network and record its performance.

### 3.1 Optical Packet Switching Model

This study employs the following assumptions: label processing, Control Unit, Switching Matrix are generic and switching time is negligibly small. Optical Packet Switch, or all-optical packet switch, has $n_{a}$ inputs and $n_{a}$ outputs, as shown in Fig. 3.1, representing non-wavelength-specific input and output channels, or Azimuths. In-


Figure 3.1-General architecture of all-optical packet switch
put/output pair of the same index represents a bidirectional channel, thus making $n_{a}$ channels for a switch.

When a packet enters the switch, it carries along a label containing the destination address. Label management is generic so we didn't focus on label extraction, which isn't that easy, but will be required of any OPS/HOPS implementation so can be ignored when comparing them. Nevertheless, we propose and discuss several ways of label management. The labels can be extracted from the packet and processed without converting the packet itself to the electronic domain: the label may be extracted from the communication channel through a splitter (usually 90:10) or a 1x2 MZI switch and then directed to the Control Unit where it undergoes O/E conversion (only the label, and not the whole packet carrying data); or by transmitting them out of band on dedicated wavelengths as in the OPS solution presented by Shacham et al. [66]. This solution allows label extraction via a tap coupler, requiring an OE conversion only for the label as well, and short Fiber Delay Lines at the inputs of the optical switch.

The Control Unit can be represented by Field-Programmable Gate Array (FPGA), which controls Switching Matrix. While the Control unit analyzes the label, the packet is delayed in FDLs so as to give time to the FPGA to adjust the Switching Matrix. Then, it would either route a packet to the desired output, or drop it. If a Control Unit decides to route the packet to desired output, it will generate new label, performing EO conversion, to add it to a packet on switch's output. This mechanism let us to stay out from OEO conversion of the whole packet.

The Switching matrix could be implemented by the technologies described in Ch. 2.2: B\&S switch + SOA, TWC+AWGs, or even assembled in Benes Architecture multiple MZIs. Fast switching matrices already exists, achieving fast switching speeds of few ns: switching matrices based on MZIs as in [65] or on SOAs [67]. The optical matrix has a negligible reconfiguration time, on the ns scale [67].

The routing algorithm for the optical packet switch is fairly simple and is the following: a packet enters the switch and checks if required Azimuth output is available. If yes, the packet occupies it. If not, the packet is dropped. On the Fig. 3.1 we show switching process of packets 1,2 and 3 . Packets 1 and 2 are switched optically, as their destinations on the switch are available. However, the packet 3 is blocked and lost, as at the moment of arrival the destination on the switch is occupied by the transmission of packet 1 . Packet 3 is a victim of the contention process, and contributes to the increase of the Packet Loss Ratio (PLR).

This kind of switch may be referred to as pure OPS and makes the family of OPS switches. The switching matrix is generic and assumes that we can route $n_{a}$ inputs to any of $n_{a}$ outputs.

### 3.2 Hybrid Optical Packet Switching Model

To create a Hybrid Switch we are adding to the essential blocks of all-optical packet switch an Electronic Shared buffer. Same way as other blocks considered previously we assume that Electronic Shared buffer is generic and switching time is negligibly small. Electronic Shared buffer is supposed to be implemented by burst receivers [68]. Hybrid switch has $n_{a}$ inputs and $n_{a}$ outputs, as shown in Fig. 3.2, representing non-wavelength-specific input and output channels, or Azimuths. Input/output pair of the same index represents a bidirectional channel, thus making $n_{a}$ channels for a switch.


Figure 3.2 - General architecture of hybrid optical packet switch

Another important parameter is $n_{e}: n_{e}$ inputs and $n_{e}$ outputs of a buffer. These are the channels through which the packet is routed/emitted to/from a buffer.

Control Unit is the same as in OPS case, but now also manages Electronic Shared Buffer, and now can route and store packet in a buffer, and then eject the packet from buffer, with new address-label generation.

The routing algorithm for a hybrid switch is the following: a packet enters the switch and checks if required Azimuth output is available. If yes, the packet occupies it. Otherwise, the packet checks if any of the buffer inputs are available. If yes, it occupies one and starts bufferization. If none of the buffer inputs are available, the packet is dropped. If the packet is buffered, it constantly checks if it is first in buffer queue and the required Azimuth output is available; when two of these conditions are met, the packet is emitted from the buffer output and packet occupies the required Azimuth output.

The emission of buffered packets comes along with the rule First-Input-First-Output (FIFO), e.g. if two packets located in the buffer require the same output, then the packet who entered the buffer first will be emitted first. Such emission strategy proved to be the most beneficial according to previous studies by W. Samoud [19]. We must bring the attention to the fact that buffer is shared, meaning that any packet can be routed to any available buffer input among $n_{e}$ total. Shared buffer helps to decrease the number of transceivers needed for contention resolution in comparison with distributed buffer, where some buffer inputs may be receptive to packets only from specific Azimuths. The beneficial character of the shared nature of the buffer was shown as well in the work by W. Samoud [19].

The case of hybrid optical packet switching is depicted in Fig. 3.2: we show switching of packets 1,2 and 3 the same way as in Fig. 3.1. Packets 1 and 2 are switched optically, as their destinations on the switch are available. However, the packet 3 is switched electronically, as at the moment of arrival the destination on the switch is occupied by the transmission of packet 1 , so it is put in the buffer through Optical-Electronical (O/E) conversion. As soon as the packet 1 liberates the output of the switch, packet 3 is sent from the buffer, passing Electronic-Optical (E/O) conversion. Contrary to the process shown in Fig. 3.1, 3 doesn't contribute to PLR, however, this could be still the case, when


Figure 3.3 - General architecture of all-electronic packet switch
a buffer is occupied with buffering of some other packets, and no other buffer inputs are available (can happen when $n_{e}<n_{a}$ ). Detailed studies of PLR of the hybrid and all-optical switch were undertaken by P. Delesques et al. [21] and by W. Samoud et al. [26], where it was shown that class-specific switching rules can be defined such way to minimize the PLR almost to 0 in high load.

The switching matrix is generic and assumes that we can route $n_{a}+n_{e}$ inputs to any of $n_{a}+n_{e}$ outputs. In this study, we are going to consider a different number of $n_{e}$ while fixing $n_{a}$ according to a topology of DCN, in order to study if and how the performance of the network depends on the number of buffer inputs/outputs.

We note here that presented above Optical Packet Switch is an all-optical switch that is a sub-case of a hybrid switch, but with $n_{e}=0$, i.e. in absence of electronic buffers.

### 3.3 Electronic Packet Switching Model

In order to study the cross-layer design in optical networks form all sides, we must have a reference to a solution that already exists and is working. To reference the application of TCP CCAs on OPS or HOPS networks, we must evaluate the performance of such CCAs also on EPS switches. As well we must consider conventional TCP CCAs developed specifically for EPS networks.

For such a full study, we are going to review the architecture of the electronic packet switch depicted in Fig. 3.3. This switch may be seen as a sub-case of the hybrid switch with specific routing rules: when each packet is routed not directly to the required output, but always first to the electronic buffer and only then to the required destination in terms of switch output. Because in case of EPS the contention is not the issue, we are going to assume that $n_{e}=n_{a}$, meaning that the number of buffer inputs/outputs is equal to the number of switch input/output Azimuths.

The switching matrix is generic and assumes that we can route $2 \times n_{a}$ inputs to any of $2 \times n_{a}$ outputs.


Figure 3.4 - TCP SAW working principle

### 3.4 TCP SAW - Reference CCA for OPS DCN

While designing protocols in OPS networks one could mostly recognize two cases: when there is at most one packet in flight, and when there might be several. In the former case it is proven to be efficient to use TCP SAW [31] and its mostly adapted scenario is to use it in Data Centers with their relatively short distances. If one decides to use Jumbo Ethernet packet of size 9 kB on $10 \mathrm{~Gb} / \mathrm{s}$ network interface controllers (NICs) in a Data Center with the longest distance between servers of 600 m , there will be a propagation delay of $2.9 \mu \mathrm{~s}^{1}$, which is less than half the $7.2 \mu \mathrm{~s}$ needed to transmit the packet, i.e. packet duration $\tau$. This essentially means that there can be only one packet in flight, and it's more prudent to wait for the acknowledgement before sending the next packet, or retransmits the current packet when the RTO timer expires. Here an RTO $T_{1}$ of 1 ms is taken as the initial value, instead of conventional 1 s as suggested by Paxons et al. in [69]. If the corresponding acknowledgement packet is not received within this time, for the retransmission the RTO is now multiplied by a constant factor $\alpha>1$ so that the RTO is updated as:

$$
\begin{equation*}
T_{i}=\alpha \cdot T_{i-1} \tag{3.1}
\end{equation*}
$$

up to a maximum value of $T_{i}=60 \mathrm{~s}$. When the acknowledgment is received, the RTO is updated to a weighted average of its current value and the measured RTT $\gamma$ :

$$
\begin{equation*}
T_{i}=\beta \cdot \gamma+(1-\beta) \cdot T_{i-1} \tag{3.2}
\end{equation*}
$$

with $\beta \in(0,1)$. In our evaluation we used $\alpha=1.1$ and $\beta=0.5$ following the more suitable values suggested in previous works [31]. The choice of the RTO timer's initial value can be justified after consideration of: $i$ ) the absence of buffering delays in the all-optical network, resulting in a low RTT variance, that is only due to queuing delays; ii) the RTT in LANs, that is below of $T_{1}$ of 1 ms ; iii) the RTT in MANs, that is in the order of $T_{1}$ of 1 ms . Thus, as long as the destination server is not overloaded with connections, there is no point in waiting for the acknowledgment longer than the true RTT, or a value close to it, in our case the initial RTO. This way the timer helps recover from losses fast enough to maintain a high throughput.

The nature of the TCP SAW is depicted on the Fig. 3.4: the propagation time is so small, compared to the time of the emission of a packet depended on its size, so the time

[^0]

Figure 3.5 - File Size Distribution if to consider 1024 random files.
to receive the acknowledgment containing just a few bytes is almost negligible. This fact helps to detect losses efficiently and re-transmit the packet almost immediately when RTO is close to RTT, which is true when transmission happens without losses the majority of time.

TCP SAW is the reference algorithm for OPS networks that we are going to focus on, as its performance is already investigated and known. In the next Ch. 4 we are going to introduce other TCP CCAs, specifically designed to work in OPS and HOPS networks.

### 3.5 Simulation of Communications in a Data Center Network

### 3.5.1 General Scenarios

We simulate the communications of data center servers by means of optical packets, for three scenarios: $i$ ) when the network is composed of only all-optical switches, ii) when it is composed only of hybrid switches and iii) when it is composed only of conventional store-and-forward electronic switches. Case iii) represents a switch that undertakes whole OE and EO conversions and receives a whole packet, until sending it further. Communications consist of transmitting files between server pairs through TCP connections.

### 3.5.2 File Transmission Through TCP with Packet Granularity

We simulate transmission of 1024 random files, close to the case of 1000 files in [31] study of TCP SAW, the files' size is random, following a lognormal-like distribution [70], which has two modes around 10 MB and 1 GB , shown in Fig. 3.5. This distribution favors "mice" flows, i.e. small files, over "elephant" flows, i.e. large files.

File transmission is done by data packets of Maximum Transmission Unit (MTU) size ${ }^{2}$, i.e., 9 kB . This value defines packet's payload and corresponds to Jumbo Ethernet

[^1]frame's payload. We choose this value so as to be related to previous research on alloptical packet switched networks [31]. A priori the size of the packet will influence the throughput, however we choose the 9 kB to make favorable conditions [59] for all-optical network case while using TCP SAW, and compare its best performance with hybrid and electrical switches.

In our study we also use SYN, FIN, and ACK signaling packets. We choose for them to have the minimal size of the Ethernet frame of 64 bytes [13], and assume that they do not carry any data related to the file content (payload). These packets could carry payload, but in our case they don't, as in the context of the same TCP connection (as it's shown further) the destination server only accepts and do not send any payload back to the source server. The same destination and source servers could change their roles, and start sending a file in opposite direction, but this will be regulated by separate TCP connection. As file transmissions demands (and thus TCP connection demands) arrive independently (cf. Poissonian process further), we can't consider jointly the parallel transmissions of two files in two opposite directions, even between the same pair of servers. We assume that this minimal size would contain all the relevant information about Ethernet, TCP and IP layers, carrying the MAC addresses, TCP flags, Seq and Ack numbers, that are necessary for TCP CCA.

As we still need to attach to the MTU all the information about Ethernet, TCP and IP layers, for simplicity, we just attach to these 9 kB a header containing 64 Bytes discussed previously. Thus we are constructing the 9064 Bytes data packet to be used in our simulations, with a duration $\tau$ dependent on the bit-rate. The last data packet of each connection may be smaller than 9 kB in terms of payload, since file size is not an exact multiple of the MTU.

The actual transmission of each data packet is regulated by the TCP CCA, which decides whether to send the next packet or to retransmit a not-acknowledged one. To be realistic, the initial 3-way handshake and 3-way connection termination are also simulated. The network primarily is characterized by the network throughput (in $\mathrm{Gb} / \mathrm{s}$ ) as a function of the arrival rate of new connections, represented by Poissonian process.

### 3.5.3 Network Switches Simulation

We developed a discrete-event network simulator based on an earlier hybrid switch simulator [53], extended so as to handle whole networks and include TCP emulation.

The simulated network consists of hybrid switches with the following architecture: each has $n_{a}$ azimuths, representing the number of input as well as output optical ports, and $n_{e}$ input/output ports to the electronic buffer, as shown in Fig. 3.2. The case of the bufferless all-optical switch corresponds to $n_{e}=0$. When a packet is switched to an available azimuth, packet occupies it. If the azimuth is busy, then the packet is redirected to the electronic buffer through an electronic port. The packet will then be re-emitted when the output azimuth it needs is released. The re-emission queuing strategy of the buffer is First-In-First-Out (FIFO) for a given azimuth.

EPS switches have a similar architecture: each switch has $n_{a}$ azimuths, which also represents the number of input/output ports, but compared to a hybrid switch, the switch buffers all incoming packets, then re-emits them FIFO. In the electronic switch packets are never lost, and all the packets undergo at first OE and then EO conversions.

In all the cases we consider that the size of the buffer, in terms of Bytes it can hold, is not limited. Samoud et al. in [30] indicated that buffer of a hybrid switch is used only by


Figure 3.6 - Fat-tree topology network, connecting 128 servers with 3 layers of switches.
a few dozens of packets, implying less than 1 MB for a buffer size.

### 3.5.4 Note on Fully Buffered Hybrid Switch

In order to compare in a more complete way the case of OPS on hybrid switch versus EPS, we introduce the case, where the number of electronic buffer inputs in a hybrid switch is equal to general number of inputs of the switch. For each optical input port such a switch would have an electronic buffer input, which would be used only in case of packets contention. Cut-through mode of operation would be applicable for general case, and store-and-forward only for contended packets. We call this switch a fully-buffered hybrid switch.

Fully-buffered hybrid switch can be seen as well as an approximation of the highend cut-through electrical switch. Such hybrid switch offers a cut-through option for non-contended packets, same way as cut-through electrical switch. Contended packets will be buffered in a fully-buffered hybrid switch, almost the same way as in cutthrough electrical switch. The difference lies in managing buffered packets: cut-through electronic switch may offer emission to a packet, still undergoing the bufferization process, while hybrid switch would require a completion of bufferization. However, in presence of just two packets in the buffer, requiring the same output (under high load this happens often), even the cut-through electronic switch would be forced to require a completion of packet bufferization, thus negating the difference between buffered packets management. While considering fully-bufferd hybrid switch as an approximation of the high-end cut-through electrical switch, which essentially entails the same performance, we limit ourselves with review of fully-buffered hybrid switch, and do not introduce the cut-through electrical switch. We must note here that fullybuffered hybrid switch entails preferable reduction in OEO conversions, making itself a good candidate for overall energy savings, that cut-through electrical switch misses completely.

### 3.5.5 Network Topology

The network topology under this study, that interconnects 128 servers ${ }^{3}$ by means of 80 identical switches with $n_{a}=8$ azimuths, is presented in Fig. 3.6. This is a 8-ary fat-tree

[^2]topology [35], that represents intra-data center interconnects and is able to interconnect a lot of servers using a switch of just several bidirectional ports (for example, by an optical packet switch of 8 bidirectional ports supporting 10Gbit/s [62]). Switch of level 1 (L1) represents a typical data center top-of-rack (ToR) switch, which interconnects 4 servers of the same rack and 4 switches of level 2 (L2). Switch L2 interconnects 4 neighbor racks and 4 switches of level 3 (L3), which, in its turn, interconnects 8 switches L2, or 8 groups of racks. One can represent the same topology in the terms of pods: there are 8 pods, interconnected by 16 L3 core-switches, in each pod there are 4 L2 aggregate layer switches and 4 Ll access layer switches interconnecting 16 servers. This topology offers for all server pairs the same bisection bandwidth [31] and allow load balancing, as per not-from-the-same-rack servers pair there are several equal paths possible. Such types of Folded-Clos topologies are adopted for Facebook data centers [36], and exactly the same topology as in Fig. 3.6 is considered as one of real-life implemented variants [71].

Each server has network interface cards of $10 \mathrm{~Gb} / \mathrm{s}$ bit rate. Hybrid switch, presented in Fig. 3.2, is studied with a variable number of $n_{e}$, e.g. $n_{e} \in\{0,2,5,8\}$ of the same bit rate, with $n_{e}=0$ representing the all-optical switch case, and $n_{e}=8$, that aims to represent a fully-buffered hybrid switch, where $n_{e}=n_{a}$, for comparison with electronic switch case.

All links are bidirectional and of the same length $l_{\text {link }}$, e.g. $l_{\text {link }} \in\{10,100\} \mathrm{m}$ as typical link lengths for Data Centers and LANs. The link plays role of device-to-device connection, i.e. server-to-switch, switch-to-server or switch-to-switch. Link is supposed to represent a non-wavelength-specific channel. Paths between servers are calculated as minimum number of hops, which offers multiple equal paths for packet transmission; that is very beneficial for OPS, allowing lowering the PLR thanks to load-balancing. This means that a packet has an equal probability to use each of the available paths.

In our case we follow a Poissonian process of arrivals of new connection demands between all of the servers: connection demands arrive following the Poisson distribution with a given mean number of file transmission requests per second, which defines the load on a network. The performance of a network with different switches and protocols is studied under progressively increasing load. As in [31] high load could be related to a MapReduce-like model of load distribution in a data-center, supporting a search engine, where network load spikes occur when many servers must rapidly exchange information to form a response, passing through a "shuffling phase".

To reduce statistical fluctuations, we repeat every simulation with a defined set of parameters a 100 times with different seed for each set of parameters presented above.

### 3.6 Conclusion

In this chapter we have presented study conditions that we are going to consider while measuring network performance in the Data Center. We have described switching types in the network that we are going to review and a reference congestion control algorithm to be applied, TCP SAW. In the next chapters we are going to present our main scientific contributions, such as: studying the performance of OPS, HOPS and EPS networks with TCP SAW and others, specifically developed during this thesis.

## Chapter 4

## Congestion Control Algorithms and their Performance in DC Network


#### Abstract

In this section we review the performance of the Data Center Network in terms of throughput and introduce new algorithms, adapted for HOPS networks. TCP Stop-And-Wait-Longer (SAWL) is introduced, which is an original algorithm, proposed to enhance performance of TCP SAW [31], developed for all-optical OPS networks, by taking into account existence of buffer in a hybrid switch. TCP Selective ACKnowledgement (SACK) [72], an example of conventional TCP CCAs, used in current EPS networks on TCP level is studied in the context of OPS and HOPS network, with an objective to assess its performance in new type of networks. TCP modified SACK (mSACK), a simplified variant of TCP SACK is proposed and studied here as well. The main application of this CCA is networks with large span.


### 4.1 TCP Stop-And-Wait-Longer

### 4.1.1 Algorithm Description

We further develop basic version of TCP SAW, which we described in Sec. 3.4 as the reference for OPS, into a modified one, called TCP SAWL. As we shall demonstrate, TCP SAW works efficiently for all-optical switches, but does not allow to take advantage of the buffers. Indeed, even putting/extracting a packet into/from the buffer adds up to the RTT, becoming longer than the RTO estimated for the previous non-buffered packet, and thus the server will consider such packet as lost. To overcome this limitation, we proposed a modification of the SAW algorithm, so that the RTO is increased by a multiple $p$ of packet duration $\tau$, so as to give a chance to packets having traversed up to $p$ buffers to arrive before the RTO, limiting unnecessary retransmissions. Hence, instead of the $T_{i}$ shown before, we take as RTO:

$$
\begin{equation*}
T_{i}^{\prime}=T_{i}+p \cdot \tau . \tag{4.1}
\end{equation*}
$$

Our simulations consider $p \in\{0,4\}$, i.e. basic version of TCP SAW with $p=0$, and one that waits for packets buffered four times with $p=4$. The essential modification in SAW algorithm is to wait slightly longer, that is why we are referring to it as Stop-And-WaitLonger - SAWL. We highlight SAW and SAWL differences in Table 4.1.

Table 4.1 - Key differences between TCP SAW and TCP SAWL RTO calculation

| Event | TCP SAW | TCP SAWL |
| :---: | :---: | :---: |
| If ACK: | $R T O_{i}=\beta \cdot R T T+(1-\beta) \cdot R T O_{i-1}$ | $\mathbf{R T O}_{\mathbf{i}}^{\prime}=\mathbf{R T O}_{\mathbf{i}}+\mathbf{p} \cdot \tau$ |
| Else: | $R T O_{i}=\alpha \cdot R T O_{i-1}$ | $R T O_{i}^{\prime}=\alpha \cdot R T O_{i-1}^{\prime}$ |



Figure 4.1 - Network throughput dependence on TCP SAWL parameter $p \in\{0,1,4\}$ and number of buffer I/O ports $n_{e}$ for: a) $l_{l i n k}=10 \mathrm{~m}$, b) $l_{l i n k}=100 \mathrm{~m}$.

### 4.1.2 Simulation Conditions

We assess the performance of the TCP SAWL in the context of general conditions described in Sec. 3.5.

We consider the following values of buffer I/Os for switches: $n_{e} \in\{0,2,5\}$, where $n_{e}=0$ correspond to all-optical switch or OPS switch, while other values refers to hybrid switch. In order to understand performance of TCP SAWL we consider the following values for $p$ parameter of TCP SAWL: $p \in\{0,1,4\}$, where $p=0$ correspond to TCP SAW. Each switch has $n_{a}=8$ of switch inputs/outputs pairs. To study how link length influences performance of CCA we consider the following values of link lengths in DCN: $l_{l i n k} \in 10,100 \mathrm{~m}$. To reduce statistical fluctuations, we repeated every simulation 100 times with a different seed for each set of $n_{e}, p$ and $l_{l i n k}$.

### 4.1.3 Performance Analysis

The mean throughput for Data Centers and LAN networks with $95 \%$ t-Student confidence intervals on every second point is represented Fig. 4.1 to assess performance of TCP SAWL.

The results for SAW in bufferless networks ( $p=0, n_{e}=0$ ) differ a little from the results obtained by Argibay-Losada et al. [31], but coincides for high load (more than $10^{8}$ requests/s). This could be explained by the difference in the file size distribution implemented in the simulator, which has a lot of arbitrary parameters, as well as by possible differences in the way of load implementation.

When we consider links of 10 m and 100 m for the case of SAW $p=0$ and different $n_{e}$ values, we see that the results do not differ much, except at high load, where the hybrid switch performs better, reaching double the throughput for $l_{\text {link }}=10 \mathrm{~m}$. The hybrid switch is a robust solution for heavily-loaded networks, so they could support more traffic, in our case after load $=10^{7}$ file requests per second.


Figure 4.2 - Network throughput dependence on TCP SAWL parameter $p \in\{4,5,6\}$ and number of buffer I/O ports $n_{e}$ for: a) $l_{\text {link }}=10 \mathrm{~m}$, b) $l_{l i n k}=100 \mathrm{~m}$.

If we consider SAWL ( $p>1$ ), we see that for data-center networks composed of hybrid switches we have a gain of more than $50 \%$ with respect to the bufferless networks using vanilla SAW. The bigger $n_{e}$, the better the throughput. At high load (more than $10^{7}$ requests/s) the throughput is increased by a factor of 3 in the case of $l_{\text {link }}=10 \mathrm{~m}$.

### 4.1.4 Discussion on the Influence of the $l_{\text {link }}$ on Throughput and Latency

Introducing a small modification to the SAW algorithm allows to take advantage of hybrid switches and gain at least $50 \%$ in throughput, and even more in some cases. Yet, we still see that increase of link lengths from $l_{\text {link }}=10 \mathrm{~m}$ to $l_{\text {link }}=100 \mathrm{~m}$ leads to decrease of network performance, meaning that propagation time becomes not so negligible compared to packet length $\tau$. Simply put, the link is no longer used efficiently: with $l_{\text {link }}=10 \mathrm{~m}$ the maximum propagation delay for 60 m path is $0.29 \mu \mathrm{~s}$ compared to $\tau=7.2 \mu$ s leading to minimum Round Trip Time (RTT) of $7.83 \mu \mathrm{~s}$ (tacking into account $\tau_{a c k}=0.05 \mu$ s for 64 B acknowledgement packet); with $l_{\text {link }}=100 \mathrm{~m}$ the same calculations would lead to $13.05 \mu$ s of RTT, leaving $5.85 \mu \mathrm{~s}$ for idle time. Such idle time could be used for transmitting other information, but less than a chosen packet size.

Nevertheless, this could be improved - for the networks with the propagation time greater than packet duration, a more suited TCP CCA could be an algorithm from the mAIMD [31] family of algorithms, which is the subject of our following studies. However, on the side note, maintaining only one packet in flight would let us to have the best RTT possible cf. Ch. 6, that would be primarily limited by the distance as in the example proposed above with RTT of $7.83 \mu \mathrm{~s}$ and $13.05 \mu \mathrm{~s}$ for $l_{\text {link }}=10 \mathrm{~m}$ and $l_{\text {link }}=100 \mathrm{~m}$ respectively.

### 4.1.5 Discussion on the $p$ Parameter in TCP SAWL

During our simulations, we have found that increasing $p$ to more than 4 does not provide better results, meaning that a packet could be buffered up to four times before RTO. We prove that in Fig. 4.2, where we consider the same conditions of simulation as before, but now with $p \in\{4,5,6\}$. We see that performance of network doesn't change in terms of the throughput for hybrid switch. If we consider an all-optical switch case, then we even can see slight performance advantage of case with $p=4$ over $p=5$ or $p=6$.


Figure 4.3 - Buffer Occupancy of hybrid switches ( $n_{e}=8$ ) of different levels to transmit same set of 1024 files arriving at $10^{9}$ req./s and regulated by: left) by TCP SAW $(k p=0)$, right) by TCP SAWL ( $p=4$ )

However $p=4$ is not necessarily always optimal, the $p$ parameter is linked to the network diameter, i.e. how many switches packet traverses if it goes from one server to another. For the topology under consideration the maximum number is 5 , so there is no sense in raising $p$ higher than 5 . Setting $p$ to the maximum diameter of network might not be an optimum, as there are still packets that are blocked and not all of packets traverse 5 switches, thus increasing RTO by $5 \times \tau$ for each TCP connection might be counterproductive. In that sense CCA with $p=5$ is less productive than $p=4$ with all-optical switch, as RTO is larger and doesn't react quickly to losses. Additionally, for the same reasons we can notice on Fig. 4.1 that all-optical switch with $p=1, n_{e}=0$ outperforms $p=4, n_{e}=0$ (but not in case of hybrid switch: $p=4, n_{e}=5$ performs better than case of $p=1, n_{e}=5$ ).

One can make value $p$ to vary instead being fixed, but our studies (not shown here) have shown that most of the connections/files have small size ("mice" flow), i.e just several packets, which is not enough to gather enough RTT statistics to make useful conclusions; essentially meaning that life of a TCP connection is too short to "figure out" true $p$ during transmission. This might work if we consider "elephant" flows/files, where life-time of a connection is long enough, but again, proportion of "elephant" flows in a DCN is very low compared to "mice" flows. That is why we propose a simple solution that works for "mice" and "elephant" flows and doesn't require the learning of $p$.

### 4.1.6 Buffer Occupancy Evolution in HOPS with SAW to SAWL

In this subsection we review influence of application of TCP SAWL on buffer occupancy of hybrid switch compared to TCP SAW (HOPS, $n_{e}=8$ ). We consider the transmission of the same predefined one batch of 1024 files on load of $10^{9}$ request per second. As a result we measure the amount of time buffer held a certain amount of data, in terms of percent of total transmission time needed to transmit 1024 files in network with $l_{\text {link }}=10 \mathrm{~m}$. This measurement is presented in 3 categories for different level of switches: L1, L2 and L3 (as in topology presented in Ch. 3). Consequently this metric is averaged among 32 L1 Switches, 32 L2 Switches and 16 L3 Switches.

Measurements in the form of Cumulative Distribution Function (CDF) for a network is provided in Fig. 4.3. For each network we consider next two sets of SAWL parameters: $p=0$ and $p=4$. First case is aimed at approximation of TCP SAW (no waiting for a packet to be put in buffer) and second is aimed at representation of SAWL.

First we can witness that buffers of switches no matter what level are empty more that $80 \%$ of time. Second we can see that in case of TCP SAW L1 switches are the most loaded. It becomes no longer the case when considering TCP SAWL: the occupancy of L1 becomes on the level with occupancy of switches L2 and L3, which are almost unchanged. By introducing SAWL we decrease 99th Percentile from 54384 B towards only 36256 B, meaning only 4 full data packets.

Introduction of TCP SAWL let us not only to profit from high throughput in network with hybrid switches, but also to decrease buffer occupancy of Ll switches.

### 4.2 TCP SACK and TCP mSACK

When distances increase, i.e. in the MAN case, the network is usually able to accommodate several packets in flight. Thus, the use of network bandwidth with TCP SAW becomes much less effective with its single packet in flight, and the throughput decreases drastically. To fight this issue one could prefer to use TCP protocols with variable Congestion WiNDow (CWND), measured in bytes, regulating the number of packets in flight, depending on occurred losses. Authors of [31] propose to use an Additive Increase Multiple Decrease (AIMD) family of algorithms with reduction of the initial RTO towards 1 ms , thus naming it as TCP modified AIMD (mAIMD), as a strategy to control the CWND. All algorithms of mAIMD family share the following general principle: if an acknowledgment of the packet is received before the RTO timer expires, the CWND is increased linearly, and thus more packets can be sent; otherwise, when loss is detected, the CWND is decreased by some predefined factor. Such a strategy helps to achieve better use of bandwidth than TCP SAW and increases the throughput in MAN OPS networks.

In this study we are reviewing the algorithm SACK [72], a candidate for mAIMD, and a modified version of SACK, mSACK, with more aggressive CWND updating. As we review the TCP CCAs together with hybrid switches, TCP SACK is a good candidate for further study as well from point of view of energy consumption.

### 4.2.1 TCP SACK Algorithm Description

TCP SACK is chosen for our studies as it allows to receive selective acknowledgments (SACKs), i.e. when one packet of the several sent is lost, the server will acknowledge all the packets that successfully arrived to the destination, thus indicating to the sender the missing packets. TCP SACK has three different transmission phases.

Initially it uses the "slow start" phase, where CWND increases exponentially in time when no losses occurred till an ssthresh value (defined on the first packet loss detection and then updated on the course of a transmission). Then, in the absence of losses, algorithm enters a "congestion avoidance" phase: CWND increases linearly.

A "fast recovery" phase is used when loss is detected with reception of 3 duplicate acknowledgments (DUP ACK) of the same packet sent ${ }^{1}$, and packets considered to be
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Figure 4.4 - Example of Congestion Window evolution for TCP SACK. Dots represent CWND size that is evaluated each time an ACK is received or RTO times out.
lost are retransmitted before RTO expiration with halving current CWND, and updating ssthresh [73] as follows:

$$
\begin{gather*}
\text { ssthresh }_{i}=\max \left(\frac{\mathrm{CWND}_{i-1}}{2}, 2 \times \mathrm{SMSS}\right),  \tag{4.2}\\
\mathrm{CWND}_{i}=\text { ssthresh }_{i} \tag{4.3}
\end{gather*}
$$

where SMSS stands for Sender Maximum Segment Size and defines the maximum useful payload that a packet can carry. During "fast recovery" TCP helps recover from losses, and doesn't change CWND. However, if the RTO timer ever expires, CWND is set to 1 packet in flight.

TCP SACK [72] has another phase defined as "rescue retransmission", which should come during the "fast recovery" phase and allow to retransmit one packet that is not considered as lost. Nevertheless, we opt to omit such phase in our implementation, in order to limit the impact of non-essential retransmissions on network load. As in mAIMD algorithms family, the initial RTO is reduced to 1 ms . We must note here, that in order to make a true comparison to existing electronic switch solutions in Data Centers using different versions of TCP AIMD, for the case with electronic switch we must review not only reduced initial RTO version, but a conventional initial RTO of 1 s .

We present in Fig. 4.4 the example of possible evolution of CWND during various phases for TCP SACK depended from valid ACK reception instant, i.e. CWND change instant, so exponential growth of the CWND during "slow start" in time appears to be linear. We observe the evolution of the CWND under the losses induced by network operation of topology defined in Sec. 3.5 with link length of 100 m consisting of hybrid switches with $n_{e}=5$ input/output electrical ports ${ }^{2}$. In our simulations CWND was
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Figure 4.5 - Example of Congestion Window evolution for TCP mSACK. Dots represent CWND size that is evaluated each time an ACK is received or RTO times out.
measured in bytes and is used to determine how many packet of the predefined size could be sent.

As we can witness in Fig. 4.4, TCP SACK retains all the phases described above, it starts with "slow start", with first RTO expiration CWND is decreased to the size of one packet, or SMSS. "Fast recovery" phase starts from reception of 3 DUP ACKs, ssthre sh is set as half of previous CWND, as well as new CWND, which is maintained till the end of this phase. As it ends with $C W N D=s s t h r e s h$, the algorithm enters in "congestion avoidance" phase, after that we observe again RTO expiration, slow start phase and, eventually, transmission ends on congestion avoidance step.

### 4.2.2 TCP mSACK Algorithm Description

The modified algorithm TCP SACK, or TCP mSACK, has a more aggressive CWND variant than TCP SACK, without "congestion avoidance" and "fast recovery" phases, which means CWND increases exponentially all the time as long as losses don't occur; also, upon RTO expiration CWND is not reduced to the size of 1 packet in flight, but halved. Receiving 3 DUP ACK doesn't lead to the consideration of packet lost and doesn't decrease CWND. When it comes to CWND management, TCP mSACK exhibits only one principle common to mAIMD algorithms, without advanced phases as in TCP SACK anymore: CWND is Additively Increased when there is no losses and then Multiplicative Decreased upon loss detection. TCP mSACK is suspected to be reviewed in the previous work [31], that initially introduced TCP SAW.

This CCA has the potential in being adapted more to MAN, than to data center networks, as long server-to-server links in MAN has the capacity to fill themselves with a lot of packets. Taking into account aggressive nature of mSACK, it may fill such links faster, than SACK, leading to better throughput. Such hypotheses will be tested in our next studies. However, to make further analysis complete, we include this CCA in this review, and complete its analysis with the EPS case and the fully-buffered hybrid switch.

Considering case of TCP mSACK in Fig. 4.5, under same conditions of network
parameters as in TCP SACK case in Fig. 4.4, we can see, that only RTO expiration changes the CWND, and no "congestion avoidance" or "fast recovery" exists. We bring attention of the reader that direct quantitative comparison of TCP SACK and TCP mSACK cases in Fig. 4.4 and Fig. 4.5 is not applicable, on the contrary to the qualitative comparison that was made earlier, as each case undergoes different number of packet losses at different instants. These packet losses depends on the whole network operation with hundreds connections in it in parallel, and even with all other equal parameters of the network, connections under different CCAs will differently influence other connections, inducing losses at different instances.

As for the case of TCP SAW and TCP SAWL, the congestion window will be always constant and is given by

$$
\begin{equation*}
\mathrm{CWND}_{i}=\mathrm{SMSS}, \tag{4.4}
\end{equation*}
$$

as it maintains only one packet in flight.

### 4.2.3 Simulation Conditions

We assess the performance of the TCP SACK and TCP mSACK in the context of general conditions described in Sec. 3.5. We as well compare their performance with TCP SAW and SAWL, reviewed previously.

We consider the following values of buffer I/Os for switches: $n_{e} \in\{0,2,5,8\}$, where $n_{e}=0$ correspond to all-optical switch or OPS switch, while other values refers to hybrid switch and $n_{e}=8$ corresponds to a fully-buffered switch (cf. Sec. 3.5.4). All-electronic switch, or EPS case, as well reviewed with two parameters of $R T O_{\text {init }} \in\{0.001,1\} s$, where $R T O_{\text {init }}=0.001 s$ adapted from OPS and HOPS cases and $R T O_{i n i t}=1 s$ from conventional value in EPS networks. While considering TCP SAW and SAWL we consider the following values for $p$ parameter of TCP SAWL: $p \in\{0,4\}$, where $p=0$ correspond to TCP SAW and $p=4$ for TCP SAWL. Each switch has $n_{a}=8$ of switch inputs/outputs pairs. To study how link length influences performance of CCA we consider the following values of link lengths in DCN: $l_{\text {link }} \in\{10,100,1000,10000\}$ m. Values of $l_{\text {link }} \in\{1000,10000\}$ m , i.e. $l_{\text {link }} \in\{1,10\} \mathrm{km}$ are not realistic for DCNs, but we consider them to understand how algorithms perform on increased link lengths.

### 4.2.4 Evaluation of Results: $l_{\text {link }} \in\{10,100\} \mathbf{m}$

We present here the results of our study and their analysis that will lead us to the conclusion on how the TCP CCAs influence on the throughput on OPS network with all-optical, hybrid and electronic switches. All these reflections let us to conclude on which combination of TCP CCA and switch type is beneficial for which scenario.

The mean throughput for Data Centers and LAN networks with $95 \%$ t-Student confidence intervals on every second point is represented in Fig. 4.6 and in Fig. 4.7 for the cases of $l_{\text {link }}=10 \mathrm{~m}$ and $l_{\text {link }}=100 \mathrm{~m}$ respectively. In each figure we represent four cases, one in each subfigure: a) TCP SAW, i.e. TCP SAWL with $p=0, b$ ) TCP SAWL with $p=4$, as the favorable value we found in Sec. 4.1, c) TCP SACK and d) TCP mSACK. We shall examine, for each protocol family, the throughput given by hybrid switches and optical switches for all link lengths; then the comparative performance of electronic switches will be studied in the second half of this section.

First of all, we can validate our results for the case with an all-optical network, i.e. $n_{e}=0$, under TCP SAW and TCP mSACK (as it is a direct implementation of TCP mAIMD


Figure 4.6 - Data Center or LAN network with $l_{\text {link }}=10 \mathrm{~m}$ throughput dependence on either number of buffer I/O ports $n_{e}$ or electronic switch with different initial RTO timer for TCP: a) SAW , b) SAWL , c) SACK , d) mSACK
algorithm family presented in [31]): the throughput values presented in Fig. 4.6a, 4.7a, $4.6 \mathrm{~d}, 4.7 \mathrm{~d}$, have the same order of magnitude and follow a very similar curve for the same numbers of requests per second as those presented in [31]. The slight differences could be explained by differences in the file size distribution implemented in the simulator, as well as by possible differences in the way of a load implementation, i.e. connection demand arrival fashion. Authors of [31] implemented the way of arrival of connections, for the MapReduce application run in a Data Center, when in our case it is a simple Poissonian process. Nevertheless, the results are close enough to validate simulation method.

For the case of the Data Center with hybrid switches paired with TCP SAW in Fig. 4.6a, 4.7a, we can see that hybrid switches already give us better performance than bufferless switches till the overflow load, starting from $10^{7}$ file transmission demands per second, and then keeps its performance, while with bufferless switches the Data Center's throughput drops, so we gain more than $100 \%$ for $l_{\text {link }}=10 \mathrm{~m}$, and more than $30 \%$ for $l_{\text {link }}=100 \mathrm{~m}$ at high loads. This could be explained by the fact that the SAW CCA on a server may consider a data packet that was buffered even only once as lost after RTO expiration, and retransmit by sending same data packet. However, the acknowledgment of supposedly lost but only buffered packet is received shortly after retransmission and before its RTO expiration. Then CCA proceeds by sending the next data packet. In


Figure 4.7 - Data Center or LAN network with $l_{\text {link }}=100 \mathrm{~m}$ throughput dependence on either number of buffer I/O ports $n_{e}$ or electronic switch with different initial RTO timer for TCP: a) SAW , b) SAWL , c) SACK , d) mSACK
all-optical network the next data packet will be sent only upon receiving the acknowledgment of retransmitted packet, as the packet considered to be lost will be lost indeed, thus apparently decreasing the throughput on the overflow load. Such retransmissions in a network with hybrid switches may be considered as wasteful, while in all-optical network they are a necessity.

The higher RTT induced by hybrid switches, but taken into account in TCP SAWL by design to get rid of wasteful retransmissions, lets us increase the throughput for the case of hybrid switch by up to $50 \%$ in comparison to TCP SAW for the case $l_{l i n k}=10 \mathrm{~m}$ (Fig. 4.6b) and by at least $20 \%$ for $l_{l i n k}=100 \mathrm{~m}$ (Fig.4.7b), at high load, i.e. more than $10^{5}$ connection demands per second. The case of TCP SAWL for all-optical network almost doesn't influence the throughput, thus making the gain by hybrid switch paired with SAWL more important: at high load (more than $10^{7}$ requests/s) the throughput is increased by a factor of 3 and 1.5 in the case of $l_{\text {link }}=10 \mathrm{~m}$ and $l_{\text {link }}=100 \mathrm{~m}$ respectively.

In general, for the cases of TCP SAW and TCP SAWL the number of $n_{e}$ doesn't much influence the throughput. Yet, the bigger $n_{e}$, the better the throughput, but already with $n_{e}=2$ the average throughput differs only by $5 \%$ at worst from the case with $n_{e}=8$ under high load.

While reviewing the TCP mAIMD family of TCP CCAs, we can witness in Fig. 4.6 and 4.7 that TCP SACK and TCP mSACK paired with hybrid switches keep its high
performance for the two cases of $l_{\text {link }}=10 \mathrm{~m}$ and $l_{l i n k}=100 \mathrm{~m}$ and are not sensitive to link length changes.

In comparison to TCP SAWL, as best-performing CCA from the SAW family, TCP SACK and TCP mSACK have same order of magnitude of throughput for $l_{l i n k}=10 \mathrm{~m}$ and outperform the TCP SAWL by $40 \%$ already for $n_{e}=2$ in the case of $l_{l i n k}=100 \mathrm{~m}$ under high load. It is worth mentioning that in the all-optical network case, on the contrary, TCP SAW outperforms TCP mSACK, as shown in [31].

For the cases of TCP SACK and TCP mSACK the choice of $n_{e}$ plays a more important role than in TCP SAWL. The throughput changes in average by $15 \%$ and by $17 \%$ in TCP SACK and TCP mSACK respectively under high load.

If one compares the performance of TCP SACK and TCP mSACK for the cases of Data Center with hybrid switches, it is noticeable that in general TCP SACK achieves its maximum at a lower load than TCP mSACK: for example TCP SACK achieves its maximum at $10^{6}$ connection requests per second, when TCP mSACK achieves it only at $10^{7}$ connection requests per second. Also TCP SACK achieves slightly better performance under high load. Yet, TCP mSACK could be regarded as worthwhile candidate for implementation in a Data Center as it could show superior performance on longer links spans, as we will see in the next subsection, and is less complex in terms of algorithmic steps, without "congestion avoidance" and "fast recovery" phases.

In general, no matter what CCA, we can witness that the hybrid switch is a robust solution for heavily loaded networks, which keeps its maximum performance and doesn't saturate as easily as solutions on all-optical switches. TCP SACK seems to be a best candidate for hybrid switches, as it keeps the best possible performance no matter what is the link length in a Data Center network. We considered buffer size as unlimited, but we notice that maximum buffer size depends on CCA, cf. subsec. 4.3.

In order to fully evaluate the performance of hybrid switches, we present the performance of networks with electronic switches, which emulates current existing EPS technology. As was said earlier before, it is important to take into account the conventional initial RTO time of 1 s [69], and not only the value of 1 ms . That said, in Fig. 4.6, 4.7 we can witness this value doesn't influence the throughput in EPS. This could be explained by low losses in EPS, incomparable either to all-optical network or to the cases of network with hybrid switch with $n_{e}<n_{a}$, as we simulate buffers of limitless volume. These low losses lead to the fact that retransmissions almost never occur, and each packet is sent only once.

When we review the performance of a network with electronic switches, under TCP SAW and TCP SAWL, one can witness that even all-optical network has much superior performance. This is explained by the fact that all-optical switches operate in a cutthrough mode of operation, while electronic ones operate in a store-and-forward way. Thus we add to RTT several times the duration $\tau$, the number of which depends on how many switches packet will see along the way from source server to the destination server. Higher RTT will lead to poor performance when there is only one packet in flight.

However, this is not true for TCP mSACK, where the throughput of the network consisting of electronic switches achieves the same throughput as network with fullybuffered hybrid switches, i.e. when $n_{e}=n_{a}$. As for TCP SACK, the throughput of a network with electronic switch is only by $1 \% \sim 2 \%$ less than throughput of the network with hybrid switches. This could be explained as well by store-and-forward mode of operation in all-electronic case, while in hybrid switch there are some packets that are switched directly to the output, i.e. experience cut-through mode, however some still
stored in buffer, i.e. experience store-and-forward mode of operation. We note, that even with small number of buffer input ports, e.g. $n_{e}=2$, hybrid switch let us achieve throughput, which is close to a case with electronic switch case. That fact let us conclude on possible use of hybrid switches. Additionally, even with the fully-buffered hybrid switch, that entails a reduction of OE and EO conversions: Samoud et al. in [30] already indicated that a hybrid switch OEO-converts only a small proportion of packets, which ought to give a significant advantage in energy consumption, though we haven't yet determined how these results scale over the whole network.

Apart from the results that we presented here, we tested as well the case with conventional initial RTO time of 1 s [69] for hybrid switches under different TCP CCAs. The results of such tests had shown significant drop of the throughput under the high load for all-optical and hybrid switches (except for fully-buffered hybrid switch). Such behavior is the result of influence of all-optical part of hybrid switch and, as it was shown in [31] for all-optical switches, initial RTO of 1 s is far from optimal. This fact let us to conclude that reduction of initial RTO towards 1 ms is a crucial parameter of TCP CCA when it comes to application to network consisting of hybrid or all-optical switches.

In general it could be concluded that TCP CCAs enable the use of hybrid switches in data center networks and their specific design is a necessity while implementing new OPS solutions: it is crucial to adjust initial RTO to 1 ms ; while using SAW family of CCA, it is crucial to adjust the RTO calculus by several packet durations, so as the system wouldn't waste its resources while performing unnecessary retransmissions.

### 4.2.5 Evaluation of Results: $l_{\text {link }} \in\{1,10\} \mathbf{~ k m}$

In order to understand how TCP CCAs behave when the length of links increases, we undertook simulations for link lengths of $l_{\text {link }}=1 \mathrm{~km}$ and $l_{\text {link }}=10 \mathrm{~km}$. Those link lengths are not very realistic for the presented topology, but allow us to get the idea on how the link length influence throughput. We present our findings on Fig. 4.8 and Fig. 4.9.

When we use TCP SAW or TCP SAWL with $l_{\text {link }}=1 \mathrm{~km}$, we can witness a low throughput for both cases of hybrid and bufferless switches, and there is no difference between the mentioned cases. If we go further with $l_{\text {link }}=10 \mathrm{~km}$, be it hybrid switch or all-optical or all-electronic, no matter what switch or what type of SAW we use all performance is the same for a fixed link length. This is explained by the fact that for each connection there is only one packet in flight, limiting the throughput, while individual switches' load never rises high enough to cause significant contention of packets. We confirm our previous conclusion as well that the longer the link length, the lower the throughput.

TCP SACK and TCP mSACK exhibits cases when there are much more packets in flight, so that long links can be sufficiently "filled" up with packets: the longer the link physically, the more packets it could contain at the same instant, e.g. a link of 6 km ( 6 hops of 1 km ) can contain more that 4 packets and a link of 60 km over 40 .
mAIMD family of protocols keep their performance on the more or less same level till $l_{\text {link }}=1 \mathrm{~km}$, as we can see on Fig. 4.6, Fig. 4.7 and Fig. 4.8. However, when considering a case of $l_{\text {link }}=10 \mathrm{~km}$ on Fig. 4.9, we see that TCP mSACK performs much better, than TCP SACK: for all cases of switches (all-optical, hybrid or all-electronic) it outperforms it by a factor more than 10 on the average load of $10^{5} . .10^{7}$ file requests per second. This is explained by much more "aggressive" behavior of updating CWND by TCP mSACK: it


Figure 4.8 - Data Center or LAN network with $l_{\text {link }}=1 \mathrm{~km}$ throughput dependence on either number of buffer I/O ports $n_{e}$ or electronic switch with different initial RTO timer for TCP: a) SAW , b) SAWL , c) SACK , d) mSACK
doesn't have Congestion Avoidance and Fast Recovery phases (cf. Fig. 4.4 and Fig. 4.5), which limits the growth of CWND in case of packet losses.

With the fact that TCP mSACK outperforms TCP SACK on extra long links we still think that SACK is more preferable to use it on short links, that are realistic for Data Center Networks, and is exhibits advantageous over mSACK behavior.

### 4.3 Buffer Size of a Hybrid Switch and Its Influence on Latency

In this section we present maximum buffer size that may happen in a DCN considered in this study. We consider the same conditions and context of network simulation as in previous Sec. 4.2. We bring attention of the reader that we focus our attention here on max buffer size occurred, to help to dimension the needed buffer size, and not on the buffer occupancy, as in Sec. 4.1.6 for TCP SAWL or further in Sec. 6.2.5 for TCP SACK, which is statistical measurement.

If we measure maximum buffer size occurred during a simulation, and then take average among all the random seeds, in the worst case for hybrid switches we obtain the next results: SAW - 0.16 MB, SAWL - 0.16 MB, SACK - 1.15 MB and mSACK 5.5 MB. We notice that in general such values decrease when $l_{\text {link }}$ increases, that is why we present on Fig. 4.10 measurements only for the case of $l_{\text {link }}=10 \mathrm{~m}$.


Figure 4.9 - Data Center or LAN network with $l_{\text {link }}=10 \mathrm{~km}$ throughput dependence in log-scale on either number of buffer I/O ports $n_{e}$ or electronic switch with different initial RTO timer for TCP: a) SAW , b) SAWL , c) SACK , d) mSACK

First we can validate that the bigger the load, the bigger the maximum buffer size occured during simulation, which is expected, as the bigger the load, the higher chance of contention of packets resolved by buffer. Biggest buffer use occurs on a network with all-electronic switches, less on network with hybrid switches, and is not used at all on all-optical network.

Second we see that family of SAWL protocols (TCP SAW on Fig. 4.10a and TCP SAWL on Fig. 4.10b) requires much less space than the family of mAIMD protocols (TCP SACK on Fig 4.10c and TCP mSACK on Fig. 4.10d), no matter the type of the switch with the exception of all-optical type of switch that doesn't have buffer. If we consider hybrid switch case, then the difference of the worst case on TCP SAW (SAWL requires less space in general) and worst case of TCP SACK is about a factor of 10 . Such difference turns into a factor of more than 30 with the case of TCP mSACK.

Third, we notice that introduction of SAWL has positive effect on buffer size of hybrid switch also, and not only on the throughput as we saw earlier, with comparison with TCP SAW. This difference is better seen for the case of $n_{e}=2$, the bigger the number of buffer inputs/outputs, the less the difference is, but still beneficial.

Fourth, we witness that use of TCP mSACK leads to extensive use of buffers, compared to TCP SACK. Fully-buffered hybrid switch with TCP mSACK occupies more than 5 times bigger buffer size on high load than TCP SACK. Such fact tells us that TCP mSACK loses


Figure 4.10 - Maximum Buffer Size occurred during transmission of batch of 1024 Random Files, averaged. Dependence on either number of buffer I/O ports $n_{e}$ or electronic switch with different initial RTO timer for TCP: a) SAW , b) SAWL , c) SACK , d) mSACK
in network latency, as a lot of packets will pass through the buffer, adding up time of adding/extracting and spent in buffer.

Fifth, we can see that the less number of buffer inputs, the less space is used by the buffer, e.g. for TCP SAWL (Fig. 4.10b) for $n_{e}=2$ has almost 3 times smaller of buffer size than fully-buffered hybrid switch $\left(n_{e}=8\right)$, at the same time almost the same throughput as seen in previous subsection on Fig. 4.6b.

We can conclude that TCP SAWL is the most favorable CCA among CCAs considered from the point of view of buffer size use, and still allow us to profit of high throughput on network, that uses hybrid switch with only $n_{e}=2$ buffer inputs/outputs.

We will be considering question of Latency in Data Center Network further, in Ch. 6, but here we also briefly present resulted latency in Data Center Network in order to corroborate results on Buffer Size under different TCP CCAs. We present 99th Percentile of RTT obtained in Data Center Network with $l_{l} i n k=10 \mathrm{~m}$ and use of fully buffered switch ( $n_{e}=8$ ) in Fig. 4.11.

We see that resulted 99th Percentile on different TCP CCAs repeats conclusions made before based on buffer size. TCP mSACK has the biggest maximum buffer size and results in biggest 99th Percentile, differing by factor of 10 from TCP SACK. At the same time TCP SAWL again shows itself as most favorable among other CCAs, and, specifically, performs better than TCP SAW, as manages to decrease load on buffers. TCP SAW in


Figure 4.11 - 99th Percentile of RTT for the $l_{l} i n k=10 \mathrm{~m}$, of Hybrid OPS $\left(n_{e}=8\right)$ network, depended on TCP CCA
its turn performs better than TCP SACK, as expected from the maximum buffer size measurements.

### 4.4 Conclusion

The Data Center networks could benefit from hybrid switches that have lower energy consumption than electric ones, and a higher throughput and robustness than alloptical ones, using just a few electronic ports and introducing the specially designed TCP protocols. This could be applied to any type of networks and load by changing the number of the electric ports and carefully adjusting the TCP algorithm.

In this study we completed our previous analysis by reviewing the case of networks with electronic switches under the same conditions (including TCP CCAs) as networks with hybrid or all-optical switches. We successfully showed that, under TCP SACK, a Data Center network with fully-buffered hybrid switches gives even better performance than EPS networks; and a network with hybrid switches even with fewer buffer input ports shows already close to EPS performance.

We demonstrate that direct realization of mAIMD algorithm, TCP mSACK, is not beneficial the same way for short links as TCP SACK, as additionally it exhibits excessive use of buffer of electronic and hybrid switches. Nevertheless exactly this type of CCA outperforms others on extra-long links in the network.

We show that TCP SAWL, a CCA introduced in this thesis, paired with use of hybrid switch for the case of short links, exhibits very close to EPS performance in throughput, use the least space in buffer, and all of that with only $n_{e}=2$ buffer inputs/outputs.

Thus, hybrid switches enable us to have a much higher network throughput than bufferless ones in a Data Center network. Pairing TCP SACK or TCP mSACK with hybrid switches becomes a robust and beneficial solution against implementation problems of OPS. Hence, it can be inferred that the necessary condition for the interest in OPS to regain momentum [20] is found.

Studies presented in next chapter are dedicated to evaluating the gain in actual energy consumption of a Data Center under hybrid switches in OPS compared to EPS. All CCAs reviewed here can potentially have different energy consumption, specifically due to the different number of retransmissions under different protocols.

## Chapter 5

## Energy Consumption in DC Network on Switching

The Optical Packet Switching (OPS) seemed to be a natural step of evolution from Electronic Packet Switching (EPS) in data networks not only because of high reconfigurability and efficient capacity use, but as well due to possibility to curb endless energy consumption growth induced by EPS in attempt to answer growing bandwidth requirements. However, as we saw earlier, in the absence of a technology that would make optical buffers in switches a reality, the contention issue rises, leading to poor performance in terms of Packet Loss Ratio (PLR), thus making OPS impractical and depriving from opportunity to profit from energy consumption benefits.

In previous chapters we have introduced Hybrid OPS (HOPS), which is a combination of two approaches to bring OPS technology to a functional level: hybrid switches and special TCP Congestion Control Algorithms (CCA). We concluded that the throughput of data center (DC) networks can benefit from this combination of TCP CCAs with hybrid switches even with few I/O buffer ports, but our studies didn't analyze possible energy savings, compared to EPS, by having fewer OE/EO (OEO) conversions. In this chapter we aim to address this matter.

It has been shown [74] that transport and switching can represent up to $60 \%$ of the total energy consumption in a private cloud storage service, and introducing optics in an EPS network can save about two thirds of the power [75]. An evolution from EPS towards OPS could lead to further improvements in energy consumption through limitation of OE/EO conversions on switches' I/O ports. Taking into account that a transceiver (potentially a switch's I/O port) of $10 \mathrm{~Gb} / \mathrm{s}$ can spend over $80 \%$ of its power on light emission related processes [76], one sees possible energy savings with hybrid switches, that would use these transceivers only for their buffers and not on their main I/O ports. The same conclusion from [76] shows that among OE and EO conversions it is the latter that contributes more to energetic budget, and this is why we choose to base our study measurements on it.

In our work, we consider the following energy-consuming data transport operations to be EO conversions: initial emissions from the servers, reemissions by hybrid switches' buffers and EO conversions by I/O ports of electronic switches.


Figure 5.1 - "Bit transport energy factor" for 1 packet in EPS network: $\frac{9064 \times 6+64 \times 6}{9000}=\mathbf{6 . 0 8 5}$


Figure 5.2 - "Bit transport energy factor" for 1 packet in OPS network: $\frac{9064 \times 1+64 \times 1}{9000}=\mathbf{1 . 0 1 4}$

### 5.1 On the Metric for Energy Consumption For Data Transport

The choice of the metric to quantify energy gain due to reducing the number of EO conversions must be made carefully. Measurement of the EO conversions themselves might be not sufficient, as conversion of packets of different sizes will consume a different amount of energy. Measurement of bits that undergo EO conversion may be also not relevant, as it will depend on the amount of data sent on the network. Measurement of power spent on EO conversions of information bits would require choosing a specific emitter, but at the same time we want to stay as general as possible. Therefore, we choose to measure "transmission energy cost" in units of "bit transport energy factor", i.e. how many bits should be physically emitted to ensure the delivery of one bit to the destination. One can think of this value as the number of bits passed through EO conversions within the whole network normalized by the number of total bits that are to be sent into the network over a period of time. For one acknowledged packet it could be calculated according to next formula:

$$
\begin{equation*}
\text { Bit transport energy factor }=\frac{D a t a_{p k t} \times E O_{d a t a}+A c k_{p k t} \times E O_{a c k}}{\text { Payload }} \tag{5.1}
\end{equation*}
$$

Where Dat $a_{p k t}$ is the size of the Data packet consisting in header (always 64 B ) and Payload (up to 9000 B ), $A c k_{p k t}$ is the size of the Acknowledgment packet consisting just of header. $E O_{\text {data }}$ is number of times data packet undergoes EO conversion. $E O_{a c k}$ is the number of times acknowledgement packet undergoes EO conversion.

Examples of the "Bit transport energy factor" for one packet transmitted and acknowledged in EPS and OPS networks are presented in Fig. 5.1 and in Fig. 5.2 respectively.

We opt for this measure which represents the energy consumption for data transport in the whole network, which can be converted to J/b simply by multiplying it with the emitter-specific consumption value, assuming that all emitters are the same. This may not necessarily be the case in a real data center, as operators can choose different emitters (especially at different bit-rates) for different switches or servers; but for this study we chose the simpler assumption of identical emitters everywhere.


Figure 5.3 - Network throughput dependence on TCP CCA and switch type: a) $l_{l i n k}=$ 10 m, b) $l_{\text {link }}=100 \mathrm{~m}$.


Figure 5.4 - Transmission energy cost dependence on TCP CCA and switch type: a) $\left.l_{\text {link }}=10 \mathrm{~m}, \mathrm{~b}\right) l_{\text {link }}=100 \mathrm{~m}$.

Measurement of "bit transport energy factor" based on EO conversions suggests that optical links are active only when there is a packet to transmit. This condition is imposed by OPS and not always true for conventional EPS networks, as usually EPS maintains many point-to-point links that are always active for synchronization purposes. In order to make a fair energetic performance comparison of OPS and EPS networks, we consider the same conditions for both cases: links are active only when there is a packet to transmit, i.e. networks are asynchronous and use burst mode receivers and transmitters. In the scientific literature similar conditions were already considered for EPS point-to-point optical links with sleep mode [77] as the next step after IEEE 802.3az Energy Efficient Ethernet standard implementation. This assumption favors EPS networks in our results, as it limits the use of emitters and transmitters only to when data is being sent.

### 5.2 Energy Consumption on Switching in HOPS Data Center

### 5.2.1 Simulation Conditions

We assess the performance of the TCP SACK and TCP mSACK in the context of general conditions described in Sec. 3.5.

We consider the following values of buffer I/Os for switches: $n_{e} \in\{0,2,8\}$, where
$n_{e}=0$ correspond to all-optical switch or OPS switch, while other values refers to hybrid switch and $n_{e}=8$ corresponds to a fully-buffered switch (cf. Sec. 3.5.4). All-electronic switch, or EPS case, is as well reviewed.

For hybrid and all-optical switches, we use 1 ms as the initial value of Retransmission Time Out (RTO), the timer upon expiration of which a packet is considered lost and retransmitted), since it has proven to be favorable [31]. For the EPS case, we use 1 s for RTO initialization, as a relevant recommendation by IETF [69]: it limits unnecessary retransmissions (no packet contention) that would have been induced by 1 ms , still giving the same throughput.

File transmission is regulated by TCP Stop-And-Wait-Longer (SAWL) or TCP Selective ACK (SACK) flavor, which we found to be the two best-performing CCAs in terms of throughput for hybrid switches from the SAW and AIMD families in previous Ch. 4.

We follow a poissonian process of arrivals of new connection demands with mean rate of given file transmission requests per second between all of the servers, so as to study the performance in terms of throughput and "transmission energy cost" of a network with different switches and protocols under progressively increasing load.

To study how link length influences performance of CCA we consider the following values of link lengths in DCN: $l_{\text {link }} \in\{10,100\}$. All links are bidirectional and of the same length, typical of DCs. We must note here, that it is the server-to-server path length that plays important role in TCP CCA performance, and not the composition of the path by links of same or different lenghts, thus the "same length" approach is valid in our case.

To reduce statistical fluctuations, we repeated every simulation 100 times with different seed for each set of $n_{e}$, TCP CCA and $l_{\text {link }}$. The mean throughput obtained is shown in Fig. 5.3 and transmission energy cost in Fig. 5.4, with $95 \%$ t-Student confidence intervals at every second point on the graph.

### 5.2.2 Evaluation of Results

For the case $l_{\text {link }}=10 \mathrm{~m}$, as expected, EPS incurs the highest energy consumption by far, but gives almost the highest throughput using SACK, only edged out by hybrid switching with $n_{e}=8$ and SACK, perhaps thanks to the cut-through nature of OPS. EPS with SAWL, which limits connections to one packet in flight, has a much lower throughput, almost $\times 4.5$, for only a marginal energy gain. Taking EPS with SACK as a reference, at highest load, the transport-energy savings of optical and hybrid switching range between $\times 2.4$ and $\times 4.8(58-79 \%)$. For hybrid switches, the general result is that SACK gives the highest throughput but highest energy consumption, and vice-versa for SAWL, even with different values of $n_{e}$. Nevertheless, it's important to remark that SAWL with $n_{e}=2$ loses only $10 \%$ of throughput to EPS and saves a factor $\times 4(75 \%)$ energy-wise. If throughput is a priority, SACK with $n_{e}=8$ is slightly better than EPS and still saves up to $\times 2.4(58 \%)$ in transport energy.

For the case of $l_{\text {link }}=100 \mathrm{~m}$ at highest load, the energy consumption for different switches combined with CCAs is almost the same as with $l_{\text {link }}=10 \mathrm{~m}$, but the throughput performance of SAWL and hybrid switches drops by $30 \%$, which may make the energy savings less attractive. However, SACK gives the same throughput with hybrid and electronic switches both, allowing the same conclusion: it is still possible to save up to $\times 2.4$ (or $58 \%$ ) in transport energy consumption without losing network throughput. The drop of throughput in the case with SAWL and its absence in the case with SACK are explained by the fact that SAWL exploits link capacity less efficiently with its only one
unacknowledged packet in flight, contrary to SACK with several possible packets in flight. In general, SACK with EPS decreases the energy consumption with load increase: it's explained by features of SACK, with small latencies and in absence of losses capacity of network may be overestimated, leading to congestion and thus retransmissions, adding up to a higher energy consumption.

For the general case of the all-optical switch with $n_{e}=0$, we notice that the throughput decreases by $\{60-70\} \%$ at highest load compared to the case of $n_{e}=2$, without gaining much in energy consumption.

### 5.3 Conclusion

In this chapter we showed how introducing hybrid switches in DC networks related to real world cases (e.g. Facebook [71]) can decrease transport energy consumption at least by $\times 2$ compared to electronic switches, while maintaining the same throughput. It was shown that this factor could be doubled up to $\times 4$ while losing only $10 \%$ in throughput, thus letting us claim the beneficial character of DC network migration from EPS towards OPS on hybrid switches. DCs can benefit from hybrid switches that have a lower energy consumption than electronic, and a higher throughput and robustness than all-optical ones, using just a few electric ports and introducing specially-designed TCP protocols.

## Chapter 6

## Latency in DC Network on Different Switching Mechanisms

The Packet Switching (PS) technology is the essential enabling mechanism in nowadays telecommunications, including not only the Internet but also Inter and Intra Data Center (DC) communications. Core benefits of packet switching, such as statistical multiplexing and efficient capacity use, help to keep up with ever-increasing demands of high network throughput and "tail"(99th percentile) low latencies [78], especially in DCs [37]. Current PS technologies also ensure a possibility to meet the need for lowlatency: a low cost and efficient solution Data Center TCP (DCTCP) CCA [37] recently was proposed. It successfully combines high network throughput and low latency altogether and is strongly encouraged to be deployed in DCs [79]. DCTCP is seen as the best solution for a low latency demand in Data Center Networks (DCN) employing Electronic PS technology.

In previous chapters, we combined two approaches of hardware-level (hybrid switch) and network-level (TCP CCA) and studied overall Hybrid OPS (HOPS) implemented in a DC. We introduced an adapted for HOPS DC network Stop-And-Wait-Longer (SAWL) CCA and reviewed the performance of a conventional Selective ACKnowledgement (SACK) CCA. We have found that HOPS offers the best throughput in a DC network, surpassing OPS and EPS. However, the important question of latency was not fully explored.

In this chapter, we introduce our analysis of the latency observed in HOPS DCs: we are reviewing not only TCP SAWL and TCP SACK, but also DCTCP, as a flagship TCP in the battle for low latency in DCs. As a latency measurement, we consider a Round Trip Time (RTT), i.e. time needed for a packet to be acknowledged. Also, we are introducing the measurement of Flow Completion Time (FCT), a metric that is related to latency and considered to be the most important for network state characterization [80].

### 6.1 DCTCP basics

### 6.1.1 Explicit Congestion Notification

In the context of Sender/Receiver computer communication, DCTCP relies on a mechanism, called Explicit Congestion Notification (ECN) [81] that involves switches that can indirectly notify Sender about congestion in the network. Such mechanism


Figure 6.1 - Difference on instantaneous buffer size (queue length) with different TCP
consists of marking packets as Congestion Encountered (CE) by switches or routers in case the queue length (instantaneous buffer size) exceeds a predefined threshold - the $k$ value. When CE packets get acknowledged by Receiver, the acknowledgment packets are attributed ECN Echo (ECE) mark. Upon reception by Sender of acknowledgment packets with ECE, the Sender can get informed about congestion on the way and can adapt its transmission characteristics, such as reduce Congestion Window (CWND). ECN was proposed to introduce intelligent management of congestion, so the buffer will not be always filled up, contributing to high latency (the bigger the queue length or instantaneous buffer, the longer packet stays in it). ECN mechanism, in turn, relies on classical TCP CCAs, such as TCP New Reno [82] or TCP SACK [72], just introducing additional conditions on CWND handling in case of ECE mark reception.

ECN notification initially was introduced to notify the sender about the congestion and reduce the CWND by half [81] on the occurrence of notification:

$$
\begin{equation*}
\mathrm{CWND}=\frac{\mathrm{CWND}}{2} \tag{6.1}
\end{equation*}
$$

This approach is deemed to be aggressive in reducing the congestion window that does not take into account the level of congestion, just its existence. This resulted in exclusive behavior of latency or throughput: if one set buffer threshold too high ${ }^{1}$ then the throughput is high, but latency is not low, if one sets buffer threshold low, one can achieve low latency, but also low throughput. The evolution of queue length of the buffer in both of these cases is represented in Fig. 6.1, inspired from [83]. When using just classical ECN mechanism we have a big "saw-tooth" pattern on queue length, which does not allow achieving simultaneously high throughput and low latency.

### 6.1.2 DCTCP

The contribution of DCTCP in comparison with ECN lies in an intelligent reaction to the ECN notification: it does not reduce CWND by half, but rather reduces CWND by extent of the congestion, i.e. in dependence from level of congestion in network. This

[^5]extent is represented by a parameter alpha, so now the CWND is adapted accordingly to that factor [38]:
\[

$$
\begin{equation*}
\mathrm{CWND}=\mathrm{CWND} \times\left(1-\frac{a l p h a}{2}\right) \tag{6.2}
\end{equation*}
$$

\]

The parameter alpha is evaluated when the "observation window end" variable is updated, and depends on a predefined weight $g$ and on the ratio of bytes acknowledged with ECE to bytes acknowledged in general. More specifically, this ratio is defined by bytes sent by Sender and then acknowledged by packets marked with ECE to bytes sent by Sender and acknowledged in general over "observation window" period:

$$
\begin{equation*}
\text { alph } a=\operatorname{alph} a \times(1-g)+g \times \frac{\text { Bytes Acknowledged with ECE }}{\text { Bytes Acknowledged }} \tag{6.3}
\end{equation*}
$$

The "observation window end" variable is updated each time Sender receives an acknowledgement of packet with a sequence number exceeding current "observation window end". New "observation window end" is set to the sequence number of the packet that is going to be sent when Sender will receive next acknowledgement. Such sequence number is labeled as SND.NXT in conventional TCP. The "observation window" is defined by period of time between two consecutive "observation window end" updates. DCTCP does not react to congestion indications more than once for every window of data. [38]

According to [37] and [38] one can opt for use of delayed acknowledgments, i.e. Receiver emit one acknowledgement per one or two packets received, with the exception of the change of CE mark on packets received, i.e. if CE marks change from 1 to 0 or from 0 to 1 . We regulate the use of delayed acknowledgment with variable $m$, which is equal to the number of DATA packets per one Acknowledgment packet.

The mechanism of DCTCP with its pseudo-code on Sender, Receiver and Switch side is represented in Fig. 6.2 and adapted from [83]: Sender sends packets, Switch marks them with CE mark in case of exceeding threshold of queue length or instantaneous buffer size, Receiver marks acknowledgments with ECE mark if CE packets were received. Upon reception of Acknowledgments by Sender, the new estimate of alpha is calculated and then in case of reception of ECE mark CWND is updated accordingly to Eq. 6.2.

DCTCP lets us manage the queue length of the buffer more efficiently than just ECN mechanism, as shown in Fig. 6.1, with a small saw-tooth pattern. DCTCP let us work on the edge of the capacity: to have a high throughput and to have low latency, so needed in Data Center Networks.

The example of comparison of CWND evolution with and without DCTCP is provided in Fig. 6.3 and taken from [84]: the CWND evolution is not that aggressive and introduction of DCTCP let to have a more stable CWND, meaning stable high throughput and low latency.

### 6.2 Study of DCTCP performance in HOPS and OPS DCN

In this section, we study DCTCP applied to HOPS, EPS and OPS networks in order to understand how its parameters influence network performance and to choose the most adapted ones.


Figure 6.2 - DCTCP working principle


Figure 6.3 - Example of CWND evolution on DCTCP, taken from [84]

### 6.2.1 Simulation Conditions

We assess the performance of the DCTCP in the context of general conditions described in Sec. 3.5.

We study Data Center Network activity under DCTCP with different parameters in terms of throughput, 99th percentile of FCT and 99th percentile of RTT. We consider link length of $l_{\text {link }} \in\{10,100\} m$ and next set of DCTCP parameters: $g \in\{0,0.06,0.12\}$; buffer threshold $k \in\{9064,18128,27192\}$ By te $s$ corresponding to 1,2 and 3 data packets respectively; number of data packets per acknowledgement $m \in\{2,1\}$,i.e. cases with and without delayed acknowledgments. We consider the following types of network: OPS with no buffer inputs/outputs $n_{e}=0$, HOPS with $n_{e}=2$ buffer inputs/outputs,

HOPS with with $n_{e}=8$ buffer inputs/outputs, EPS switch. We consider a common $R T O_{\text {init }}=1 \mathrm{~ms}$ for all the cases. We already saw previously that there is no difference in network performance for EPS networks between cases $R T O_{\text {init }}=1 \mathrm{~ms}$ or conventional $R T O_{\text {init }}=1 \mathrm{~s}$, thus we are opting for $R T O_{\text {init }}=1 \mathrm{~ms}$ for EPS as well. Our choice is reinforced by the reported fact that the reduction of RTO can have a positive effect on EPS [79] as well.

Simulation results are a quite large set of data, which we providing in Appendix A. In this chapter we provide highlights of such data and present restricted set of parameters: $g \in\{0,0.06\}, k \in\{9064,27192\} B, m \in\{2,1\}$ as DCTCP parameters; $l_{\text {link }}=10 \mathrm{~m}$ as for link length; OPS ( $n_{e}=0$ ), HOPS ( $n_{e}=8$ ) and EPS as network packet switching mechanisms. Conclusions on the influence of parameters $l_{\text {link }}$ and $n_{e}$ are made thanks to figures presented in Appendix A.

### 6.2.2 Throughput Study

We present on Fig. 6.4 average throughput with with $95 \%$ t-Student confidence intervals on every second point. We present here results obtained with a reduced set of parameters, however conclusions are made based on results on the whole set of parameters.

The $k$ parameter, representing the threshold when the switch buffer starts marking packets, influences differently on different networks. In general, it does not influence on throughput of OPS and HOPS networks. OPS network does not have a buffer, so no packets marked, rendering DCTCP obsolete for OPS. HOPS network has a very low buffer occupancy, even when using conventional TCP CCAs, which is reviewed in Sec. 6.2.5, and confirmed in previous Ch .5 with energy consumption review, i.e. a small number of packets pass through the buffer. This means that buffer is not occupied very often, and that is why $k$ parameter doesn't change throughput (which is not true in case of 99th percentile of RTT, cf. Sec. 6.2.3). At the same time, $k$ parameter does influence the throughput of the EPS network: the bigger $k$ threshold, the bigger the network throughput. This is explained by the fact that in EPS switches buffers are used all the time, and if we are going to force them to have very low queue length, then links won't be used in full capacity. That is why to have better throughput it is recommended not to set $k$ too low.

The $g$ parameter follows the same behavior as $k$ parameter: it is not influential for OPS and HOPS networks, but increasing such parameter makes better throughput of the EPS network. We suspect that is because of the same reason: low buffer occupancy does not give us the chance to exploit the full benefits of DCTCP. On a side-note, the case $g=0$ corresponds to classic ECN mechanism, i.e. Eq. 6.2 turns into Eq. 6.1.

The $m$ parameter makes throughput less performant if increased from $m=1$ towards $m=2$. We suspect that this comes from the fact that Jumbo Ethernet frames of 9064 B are too big to use them to transmit "mice" flows and at the same time to have one acknowledgment per $m=2$ data packets. Some flows have size even smaller than standard Jumbo frame, implying only one data packet. This might produce a situation when Sender has finished transmission of a packet and is waiting for the acknowledgement, and at the same time Receiver is waiting for the next data packet, which will eventually arrive, but in form of re-transmission of first and only one packet.

The $l_{\text {link }}$ negatively influences throughput while increasing only when we use a small buffer threshold, e.g. $k=9064 B$ or one Jumbo Frame: in that case DCTCP starts


Figure 6.4 - Throughput dependence on DCTCP parameters: a) $k=9064 B, m=1, \mathrm{~b})$ $k=27192 B, m=1 \mathrm{c}) k=9064 B, m=2$, d) $k=27192 B, m=2$
behaving like SAW, it does permit only one packet in buffer, preventing from physically filling a link completely when distances increases. The bigger $k$ gets, the fewer changes occur in throughput. This is true for all types of networks considered.

In general, we conclude that the HOPS network performs better than both EPS and OPS networks, even with small buffer inputs/outputs $n_{e}=2$.

### 6.2.3 99th percentile of RTT Study

We present in Fig. 6.5 the evolution of 99th percentile of RTT dependent on the load on the network: we provide these results on the reduced set of parameters, however, conclusions are made considering the complete set of them. Conclusions on the influence of parameters $l_{l i n k}$ and $n_{e}$ are made based from full set of parameters considered (cf. Appendix A). We rely on RTT as on most important indicator of network latency, as it is independent of flow size, contrary to FCT.

The $k$ parameter is the most important parameter influencing 99th percentile of RTT and it is true for all types of network that relies on buffer use (i.e. with exception OPS, where it has no power). In general, the bigger the threshold, the bigger the 99th percentile. This consequence is logical, as DCTCP is set to regulate buffer occupancy,


Figure 6.5 - 99th percentile of RTT dependence on DCTCP parameters: a) $k=9064 B$, $m=1$, b) $k=27192 B, m=1$ c) $k=9064 B, m=2$, d) $k=27192 B, m=2$
and if we keep the buffer almost always empty, packets will spend less time in the buffer, resulting in a small latency. This also serves as proof that DCTCP is implemented correctly in our simulator.

The $g$ parameter follows the $k$ parameter's behavior the same way as with throughput: the bigger $g$, the bigger the 99th percentile of RTT. The case of $g=0$ represents a classical ECN mechanism, where CWND is halved each time, contributing to the lowest latency possible. If we are to increase $g$ then we introduce less aggressive handling of CWND, increasing RTT (however still reduced compared to conventional TCP CCAs, cf. Sec. 6.3).

The $m$ parameter can reduce the 99th percentile of RTT if we introduce delayed acknowledgement, e.g. $m=2$. This might seems beneficial, but it comes with the cost of decreased throughput. Additionally, it appears that with $m=2$ the changes of the parameter $g$ do not affect RTT performance at all, which is not true if $m=1$ is used.

In general, surprisingly, it is discovered that EPS networks under DCTCP have the lowest 99th percentile of RTT than OPS or HOPS, making DCTCP as a very powerful tool for EPS networks. However, first, we will show that it is not true for the 99th percentile of FCT, and second, in Sec. 6.3 we will show that combination HOPS+SAWL has better 99th percentile of RTT compared to EPS+DCTCP.

It appears that $l_{\text {link }}$ does not influence on 99th percentile of RTT. This might be


Figure 6.6 - 99th percentile of FCT dependence on DCTCP parameters: a) $k=9064 B$, $m=1$, b) $k=27192 B, m=1$ c) $k=9064 B, m=2$, d) $k=27192 B, m=2$
seem counter-intuitive as when we increase $l_{\text {link }}$ we increase propagation time, but is explained by the fact that propagation delay increase by order of $\mu \mathrm{s}^{2}$, while 99th percentile is on the order or hundreds of $\mu \mathrm{s}$. Additionally, the 99th percentile of RTT represents "the worst" latency possible, where other factors dominate, such as network load and congestion.

### 6.2.4 99th percentile of FCT Study

We present 99th percentile of FCT changes in Fig. 6.6. This parameter would help us to evaluate additional to RTT latency aspect in the network that employs DCTCP. FCT is defined as the time needed for a file or flow to be transmitted and completely acknowledged, thus 99th percentile of FCT is the "worst" case scenario of how long it will take to transmit a file in a network. Conclusions on the influence of parameters $l_{\text {link }}$ and $n_{e}$ are made based from full set of parameters considered (cf. Appendix A).

The $k$ parameter influences only EPS networks, if we consider only 99th percentile: the bigger the buffer threshold, the smaller is the 99th percentile of FCT. However, this

[^6]relation does not hold every time, as we will see in Sec. 6.3 if the buffer threshold is infinite (i.e. TCP SACK) the 99th percentile of FCT is worse. HOPS and OPS networks performance does not change.

The $g$ parameter follows $k$ behavior in the same way as in the case of throughput and RTT, not influencing HOPS and OPS network, and following rule the bigger $g$ parameter, the less is the 99th percentile.

The $m$ parameter makes 99th percentile of FCT higher, if increased from $m=1$ to $m=2$, influencing all types of network considered.

The $l_{\text {link }}$ does not influence much performance metrics of FCT, apparently for the same reasons explained previously for the 99th percentile of RTT.

In general, the HOPS network performs better than EPS, which, in turn, performs better than OPS: HOPS outperforms OPS almost by a factor of 10 in general. We bring attention to the fact that such a conclusion holds even if we consider HOPS with $n_{e}=2$ buffer inputs/outputs instead of $n_{e}=8$ : adding just 2 buffer inputs/outputs to all-optical switch let us boost the performance.

### 6.2.5 Buffer Occupancy

Even though it seems that $k$ and $g$ parameters do not strongly influence the performance of HOPS network, this is not true: if we compare performance of HOPS under DCTCP with performance under TCP SACK we will notice: 1) difference in buffer occupancy of the switch, and 2) consequent difference in RTT and FCT (reviewed further in Sec. 6.3).

In this subsection, we review the influence of DCTCP on buffer occupancy of hybrid (HOPS, $n_{e}=8$ ) and all-electronic (EPS) switches. We consider the transmission of the same predefined batch of 1024 files on the load of $10^{9}$ requests per second. As a result, we measure the amount of time the buffer held a certain amount of data, in terms of percent of total transmission time needed to transmit 1024 files in a network with $l_{\text {link }}=10 \mathrm{~m}$. This measurement is presented in 3 categories for different levels of switches: L1, L2, and L3 (as in topology presented in Ch. 3). Consequently, this metric is averaged among 32 L1 Switches, 32 L2 Switches, and 16 L3 Switches.

Measurements in the form of Cumulative Distribution Function (CDF) for HOPS network is provided in Fig. 6.7 and measurements for EPS network is provided in Fig. 6.8. For each network we consider next two sets of DCTCP parameters: $k=2719200 B, m=1$, $g=0$ and $k=27192 B, m=1, g=0.06$. The first case is aimed at an approximation of TCP SACK (no weight to $g$ and high buffer threshold) and the second is aimed at representation of DCTCP.

On Fig. 6.7 we notice first that, for HOPS, the buffer is empty almost all the time no matter what CCA we use. More than $70 \%$ of transmission time buffer is empty no matter the level of the switch. Second, we notice that L1 switches are the most loaded in the system. Third, we notice that DCTCP helps us to unload the buffers of L1 switches and move 99th percentile from 960784 B towards 81576 B, i.e. reduce it more than by a factor of 10.

On Fig. 6.8 we present DCTCP influence on EPS network. In comparison to HOPS, the buffers are empty only $40 \%$ of the time, also meaning idle time (switch is not used for data transmission). The fact that L1 switches are loaded the most, holds as well as in the HOPS network. Same way DCTCP helps to unload buffers of such switches: moving 99th percentile from 607288 B towards 99704 B.


Figure 6.7 - Buffer Occupancy of switches of different levels to transmit same set of 1024 files arriving at $10^{9}$ req. $/ \mathrm{s}$ : left) HOPS, $n_{e}=8$ over TCP SACK ( $k=2719200 B, m=1, g=$ 0.00 ), right) HOPS, $n_{e}=8$ over DCTCP ( $k=27192 B, m=1, g=0.06$ )


Figure 6.8 - Buffer Occupancy of switches of different levels to transmit same set of 1024 files arriving at $10^{9}$ req./s: left) EPS, $n_{e}=8$ over TCP SACK ( $k=2719200 B, m=1, g=0.00$ ), right) EPS, $n_{e}=8$ over DCTCP $(k=27192 B, m=1, g=0.06)$

While considering the TCP SACK case, we notice the particular characteristic of buffer occupancy of L1 switches: for HOPS, switches are empty almost all the time, while for EPS it is only half of the time, but HOPS has bigger 99th percentile. We explain that by possible reordering of packets emitted in one CWND. In HOPS one packet might be put into the buffer, i.e. switched in store-and-forward mode, while others are switched optically, i.e. in a cut-through mode. In EPS network reordering should be less present as all packets pass by buffer and switched in the same store-and-forward mode, however, it is not eliminated, as different network paths are used to transmit the same flow due to per-packet load-balancing.

While considering DCTCP, we don't observe particularities observed for TCP SACK. In HOPS network 99th percentile is better, or on the same level as in EPS. Furthermore, in HOPS L1 switches buffers are almost empty all the time, while in EPS they are only around $30 \%$ of the time.

In general, we observe that the application of DCTCP strongly influences buffer occupancy the same way as in EPS networks.

### 6.2.6 Conclusion on DCTCP parameters choice

DCTCP shows itself as an efficient CCA to reduce latencies in DCN. It is most influential on EPS networks, less on HOPS networks. We can regulate the level of throughput,

RTT, and FCT for the EPS network, but only RTT for the HOPS network. However, it is considered as advantageous as HOPS exhibits the best throughput and FCT if compared to EPS.

DCTCP possesses a set of parameters: buffer threshold $k$ to mark packets, weight $g$ to regulate CWND and $m$ to regulate the number of packets to acknowledge with one acknowledgment. Each of these parameters influences in its own way the network performance in different aspects. For instance, in the case of EPS a small threshold of $k$ and zero $g$ reduces the 99th percentile of RTT, but decreases throughput at the same time. That is why the choice of these parameters is a trade-off: one must choose parameters that make the network performance acceptable from all sides. That is why we advise on the next set of parameters: $k=27192 B$ as a buffer threshold, $g=0.06$ as a weight in CWND reduction, $m=1$ meaning absence of delayed acknowledgment. This set of parameters gives a decent level of throughput and 99th percentile of FCT while exhibiting low 99th percentile of RTT for the EPS network. As we said before, throughput and 99th percentile of FCT in HOPS doesn't strongly depend on the choice of $k$ and $g$ considered in this section, that is why we use further these parameters also for HOPS network.

### 6.3 Latencies of different CCAs achievable in DC

In this section, we are evaluating latencies achieved in general in HOPS, EPS and OPS networks and compare DCTCP performance with TCP SACK and TCP SAWL.

### 6.3.1 Simulation Conditions

We assess the performance of the network in the context of general conditions described in Sec. 3.5.

We consider the following values of buffer I/O for switches: $n_{e} \in\{0,8\}$, where $n_{e}=0$ correspond to all-optical switch or OPS switch, while other values refers to hybrid switch and $n_{e}=8$ corresponds to a fully-buffered switch (cf. subsec. 3.5.4). All-electronic switch, or EPS case, is also reviewed. Further, in this study we will refer to case $n_{e}=0$ as OPS network, the case with $n_{e}=8$ as HOPS network. We consider $n_{e}=8$ because we want to have a fair comparison of HOPS with EPS, with no contention factor influencing the result.

All links are bidirectional and of the same length $l_{\text {link }}=10 \mathrm{~m}$, typical of DCs. We follow a Poissonian process of arrivals of new connection demands with mean rate of given file transmission requests per second between all of the servers. We study the network performance in terms of network throughput, average and 99th percentile of RTT, average and 99th percentile of FCT, under progressively increasing load.

File transmission is regulated by either: $i$ ) TCP SAWL (Ch. 4), ii) or TCP SACK (Ch. 4), iii) or by DCTCP [37]. SAWL and SACK were already seen as two best-performing CCAs in terms of throughput in HOPS. We consider DCTCP as a possible solution to decrease latencies in DC. For DCTCP we have chosen the next parameters for implementation: $k=27192 \mathrm{~B}, m=1$ and $g=0.06$, other parameter variants are considered less or equally performant in this study conditions, so we do not review them here. We used TCP SACK as an underlying CCA for DCTCP implementation. We use 1 ms as the initialization value of RTO timer not only for OPS and HOPS cases but as well for EPS, since the reduction of RTO can have a positive effect on EPS [79] as well.


Figure 6.9 - Throughput dependence on CCA and load


Figure 6.10 - Average FCT in a DCN


Figure 6.12 - Average RTT in a DCN

Figure 6.11-99th percentile FCT in a DCN


Figure 6.13-99th percentile RTT in a DCN

### 6.3.2 Performance Analysis

The mean throughput obtained is shown in Fig. 6.9 with $95 \%$ t-Student confidence intervals at every second graph point. Latency related characteristics, such as average FCT, 99th percentile of FCT, average RTT and 99th percentile of RTT presented on Fig. 6.10, Fig. 6.11, Fig. 6.12 and Fig. 6.13 respectively.

TCP SACK, conventional CCA, is seen as unadapted to deliver low latencies both for EPS and HOPS. Both yield close results and are well above those from other protocols:

99th percentiles of RTTs $\approx 1 \mathrm{~ms}$, when in other cases they are well below. Still, one could notice that SACK delivers better performance under HOPS than under EPS both in RTTs statistics and throughput under high load. OPS case under SACK is far from optimal; it has low throughput and drastically raises FCT during network load increase compared to EPS or HOPS.

TCP DCTCP is a logical successor of the TCP SACK in our case, as it is built on top of it and brings the best from conventional CCAs. While passing from SACK to DCTCP the network under HOPS does not lose in throughput but decreases average RTT by $\times 2.5$ and 99th percentile by $\times 1.8$. Also, DCTCP under HOPS delivers the best FCT among other types of networks. Despite this, DCTCP seems to influence EPS performance more noticeably: average RTT and 99 percentile are better than those of HOPS (by around $15 \mu \mathrm{~s}$ and $150 \mu$ s respectively), however at the cost of throughput. Passing from SACK to DCTCP, EPS loses around $20 \%$ of its throughput and still underperforms in terms of the FCT. OPS's performance doesn't differ from SACK, as OPS doesn't have buffers, on which DCTCP relies on.

TCP SAWL, being developed specifically for HOPS, remains one of the best candidates among CCAs and brings out the best from HOPS. HOPS under SAWL yields average RTT not bigger than $20 \mu$ s and 99th percentile below $75 \mu$ s; unachievable neither by HOPS under DCTCP nor by EPS in general. The FCT is almost the same as those in the case of conventional TCP CCA (SACK or DCTCP). Only one minor drawback comes from the throughput that is lower than in HOPS under DCTCP only by $10 \%$. At the same time, one should note that EPS under DCTCP loses to SAWL under HOPS not only in throughput, but also in latencies, and FCT. While considering OPS, SAWL delivers best RTTs, but drastically loses in FCT and throughput both to EPS and HOPS.

Measurement of the 99th percentile of FCT presented in Fig. 6.11. FCT is an important parameter on the same role as the 99th percentile of RTT, however, it is not representative the same way as it depends on flow size. Short flows would have low FCT, while large flows would have large FCT. Thus, measuring the 99th percentile of FCT we would be heavily depended on flow size. At the same time, the 99th percentile of RTT is independent of flow size. Nevertheless, we provide 99th percentile of FCT in this study as well to be compared with average FCT in Fig. 6.10. The 99th percentile of FCTs mostly follows the characters of lines of average FCT, mostly with a difference of the factor of 10, except for the OPS case on high load, with its only 4 times difference. This may be explained by the hypothesis that the main contributors to the 99th percentile of FCT are the following: time of packet spent in the buffer, amount of retransmissions and flow size. At low loads for HOPS and OPS only flow size contributes to 99th percentile, whereas at high loads for OPS case it is mostly retransmissions, and for HOPS it is a flow size and time of packet spent in the buffer. The OPS's 99th FCT percentile stays the biggest among reviewed solutions.

### 6.4 Conclusions

In this chapter, we have reviewed the performance of DCTCP in the context of HOPS, EPS and OPS networks and determined parameters that are beneficial for latency reduction while maintaining throughput. Further, we studied latencies that could be achieved in DCN if applying not only DCTCP but also TCP SACK and TCP SAWL, showing that TCP SAWL is the most adapted CCA to be applied in HOPS DCN for $l_{l i n k}=10 \mathrm{~m}$.

This study shows how the introduction of hybrid switches in DC networks makes HOPS as the most attractive among PS technologies. In combination with SAWL, HOPS surpasses by far the EPS in latencies or throughput while being on the level with the throughput of HOPS under DCTCP. The combination with DCTCP helps considerably decrease latencies compared to SACK, without losing in throughput, which is the case for EPS.

## Chapter 7

## Hybrid and Optical Packet Switching Supporting Different Service Classes in DC Network

In previous chapters we analyzed the gain from use of the hybrid switch in a Data Center (DC) network by introducing Hybrid Optical Packet Switching (HOPS): we showed that HOPS with a custom designed TCP can outperform OPS and EPS in throughput. Furthermore, we have managed to show the possibility of 4 times reduction in DC energy consumption for data transport coming from OEO conversions while using HOPS compared to EPS. In this study we aim to investigate not only a combination of HOPS with custom design of TCP, but also the influence of the introduction of Classes of Service, i.e. switching and preemption rules for packets of different priorities.

Considering the general interest in the scientific and industrial communities to implement different packets priorities in Data Centers (DCs), as well as the problem of traffic isolation for tenants in DC [85], we implement the idea presented by Samoud et. al. [30] and investigate the benefits of application of such technology in a DC network. We successfully show that one can considerably improve the performance of network consisting of hybrid switches with a small number of buffer inputs for high priority connections while keeping it on a good level for default connections. Additionally, we show that high priority connections in OPS network also can profit from the introduction of classes of service, matching or even surpassing the performance of the network consisting of hybrid switches with a small number of buffer inputs without classes of service.

### 7.1 Class Specific Switching Rules in OPS and HOPS

### 7.1.1 Packets Preemption Policy

The difference of present study from previous ones is in fact that we use custom switching rules, that are specific for class of the optical packet. If before we didn't consider the preemption of the packet on its way to output of the switch or the buffer, now we do consider it.

The switching algorithm for a hybrid switch is adopted from [30] and implements different bufferization and preemption rules for different packets classes. We consider

```
Algorithm 1 Preemption Policies in a Hybrid Switch
    procedure SWITCH (PACKET P)
        prio \(\leftarrow\) p.priority_class
        switch_out \(\leftarrow\) get_destination_azimuth(p)
        if switch_out.is_free() then \(\triangleright\) General switching rule of HOPS
            switch_out.receive(p)
        else if buffer_in.is_free() then
            buffer_in.receive(p)
        else if prio==R and buffer_in.receiving(D) then \(\triangleright\) Try to buffer R \& preempt D
            buffer_in.preempt_last_packet(D)
            buffer_in.receive(p)
        else if prio==R and switch_out.receiving(D) then \(\triangleright\) Try to switch R \& preempt D
            switch_out.preempt_last_packet(D)
            switch_out.receive(p)
        else if prio==R and buffer_in.receiving( \((\tilde{\mathbf{F}})\) then \(\triangleright\) Try to buffer R \& preempt \(\tilde{\mathrm{F}}\)
            buffer_input.preempt_last_packet((テ)
            buffer_input.receive(p)
        else if prio \(==\mathbf{R}\) and switch_out.receiving \((\tilde{\mathbf{F}})\) then \(\triangleright\) Try to switch R \& preempt \(\tilde{\mathrm{F}}\)
            switch_out.preempt_last_packet( \(\widetilde{\mathbf{F}})\)
            switch_out.receive(p)
        else if prio== \(\widetilde{\mathbf{F}}\) and switch_out.receiving(D) then \(\triangleright\) Try to switch \(\tilde{F}\) \& preempt D
            switch_out.preempt_last_packet(D)
            switch_out.receive(p)
        else
            drop(p)
```

three of them: Reliable (R), Fast (F) and Default packets (D). R packets are those to be saved by any means, even by preemption of $F$ or $D$ packets on their way to buffer or switch output. F packets could preempt only D packets on their way to the switch output. D packets cannot preempt other packets.

The priority distribution in the DC network is adopted from [30] and taken from the real study on core networks [86]. This may seem improper for DCs, however, we seek to study the performance of the hybrid switch in a known context. Also, it will be shown below that the distribution considered allows us to organize a pool of premium users (10\%) of R connections in DCs that could profit from the best performance, while other users almost wouldn't be influenced by performance loss. F packets can preempt D packets only on the way to switch output, while R packets first would consider preemption of D packet being buffered. Thus F packets had lower delay than R packets [30]. However, further it will be shown that this device-level gain doesn't translate to network-level gain in a DC network in terms of Flow Completion Time (FCT), and R connections perform better than F. That's why here we refer to Fast (F) as Not-So-Fast ( $\tilde{F}$ ) packets and connections. Eventually, in this study we consider, that $10 \%$ of connections have R priority, $40 \%$ of connections have F priority, $50 \%$ of connections have D priority.

When a packet enters the switch it checks if required Azimuth output (i.e. switch output) is available. If yes, the packet occupies it. Otherwise, the packet checks if any of buffer inputs are available. If yes, it occupies one and starts bufferization. If none of the buffer inputs are available, in the case of absence of preemption policy in a switch the


Figure 7.1 - Example of Class-specific Routing Rules for hybrid switch with $n_{e}=1$.
packet would be simply dropped. Here, we consider a switch with preemption policy that would follow the steps of algorithm presented in Alg. 1. If a packet of any type is buffered, it is re-emitted FIFO, as soon as required switch output is available.

### 7.1.2 Manageability of Packet Loss

On a Fig. 7.1 we demonstrate the Alg. 1 on a hybrid switch with only one buffer input/output $n_{e}=1$ for simplicity. We have packets: $1 \tilde{\mathrm{~F}}$ - an Not-So-Fast packet, 2D and 3D - two Default packets, and 4R - an Reliable packets. Packet 2D requires an available output of the switch and is transmitted without any OEO conversions directly. Then, packet $1 \tilde{\mathrm{~F}}$ arrive at the switch and is directed to the required output of the switch. After, a Default 3D packet arrives at the switch, and is redirected to the buffer, as the required Azimuth is occupied by the packet $1 \tilde{\mathrm{~F}}$. Further, a Reliable packet 4 R arrives and requires the same output as packets $1 \tilde{F}$ and $3 \mathrm{D}, 1 \tilde{\mathrm{~F}}$ is still occupying the switch output and 2D occupying sole buffer input. In an agnostic switching rules case the packet 4R would be lost, and packets $1 \tilde{F}$ and 3D would be transmitted as shown in Fig. 3.2 in Sec. 3.2, but in the current case it is a Default packet is preempted and lost, while 4 R packet is put in the buffer and then transmitted to the output of the switch.

In this context class specific switching rules help us to control, what packet would be lost, 4R or 3D. In other words this translates to the general rule: we can decide what packets would be lost, while keeping more or less same overall PLR. Class specific switching rules allow us to take control and making packets drop more manageable.

### 7.2 Study Conditions

As in our previous work, we simulate the communications of DC servers by means of optical packets. The general conditions described in Sec. 3.5. We study DC network performance for two groups of scenarios: DC with classes of service using preemption policy outlined in Sec. 7.1, and DC with switches that don't have any preemption rules. For each scenario we consider OPS and HOPS case.


Figure 7.2-DC network's throughput for connections: a) Reliable (R) connections, b) Not-So-Fast ( (̃) connections, c) Default (D) connections, d) Overall Network Performance

The actual transmission of each data packet is regulated by the DCTCP CCA [38], developed for DCs, which decides whether to send the next packet or to retransmit a not-acknowledged one. CCA uses next constants: $k=27192 \mathrm{~B}, m=1, g=0.06$, as favorable for HOPS. We apply the crucial reduction of the initialization value of RTO towards 1 ms , as advised in [31].

We further enhanced a previously developed discrete-event network simulator based on an earlier hybrid switch simulator [30], extended so as to support class-specific switching rules. The simulated network consists of hybrid switches supporting class-specific switching rules with the following architecture: each has $n_{a}$ azimuths, representing the number of input/output optical ports, and $n_{e}$ input/output ports to the electronic buffer, as shown in Fig. 7.1. The case of the bufferless all-optical switch (OPS) corresponds to $n_{e}=0$, for the case of the hybrid switch (HOPS) we consider $n_{e}=2$. In previous chapters we considered fully-buffered hybrid switches ( $n_{e}=8$ ) and all-electronic switches (EPS), but in this study we don't, as class-specific switching rules are considered as not needed as all of the packets can be saved from contention just by use of the buffers.

The network is characterized by the network throughput (in $\mathrm{Gb} / \mathrm{s}$ ) and average FCT (in $\mu \mathrm{s}$ ) for each type of connections and general case as a function of the arrival rate of new connections, represented by the Poissonian process. We have chosen FCT as a metric considered to be the most important for network state characterization [80].


Figure 7.3 - DC network's Flow Completion Time for connections: a) Reliable (R) connections, b) Not-So-Fast ( $\tilde{F}$ ) connections, c) Default (D) connections, d) Overall Network Performance

### 7.3 Advantages of using Class Specific Switching Rules

We present here the results of our study and their analysis. To reduce statistical fluctuations, we repeated every simulation a hundred times with different random seeds for $n_{e}=0$ (OPS) and $n_{e}=2$ (HOPS). The mean throughput and mean FCT are represented in Fig. 7.2 and in Fig. 7.3 with $95 \%$ t-Student confidence intervals, for three types of connections: R, $\tilde{F}$ and D connections. We take as a reference results from the network without packet preemption policy. The division of connections to classes is just corresponding to classes' percentage of connections in the network. We define high load as more than $10^{5}$ connections per second.

While comparing just OPS and HOPS, it is seen that in general HOPS outperforms or has the same performance as OPS, but with the cost of only $n_{e}=2$ buffer inputs.

R connections benefit the most from the introduction of the Classes of Service and preemption policy as it seen on Fig. 7.2a) and Fig. 7.3a) both in the cases of OPS and HOPS. Throughput for R connections in HOPS network rises by around 25\% (Fig. 7.2a), while in OPS case it rises by a factor 2.5 at least on high load, matching the performance of HOPS network. We would like to bring readers attention on the fact that it seems to be low throughput, compared to other classes of service, but this is the mere effect of the fact that in the network only $10 \%$ of connections are of type R. However, if one considers the FCT, which is comparable with other types of classes and lowest among them, then the preemption policy's benefits are more evident. On the highest considered load OPS reduces its FCT almost by a factor of 8 , while HOPS reduces it by at least a factor of 2 ,
keeping it on the level of tens of $\mu \mathrm{s}$. Even if OPS's FCT doesn't match FCT in the case of HOPS while considering Classes of Service, it does match the FCT in the case of HOPS without Classes of Service. While applying preemption policy, connections are indeed Reliable. On Fig. 7.4 we can see that PLR (ratio of packets lost due to preemption or dropping to packets emitted by servers) decreases by around factor of 10 , while for $\tilde{F}$ and D PLR remains around the same level (not shown here).
$\tilde{F}$ traffic benefits less than R traffic from introduction of Classes of Service, but the gain is still there. For OPS we managed to boost the throughput by almost $30-100 \%$ on the high load, while for HOPS the gain is less evident. However, when we consider FCT on Fig. 7.3b) we can see that OPS decreases its FCT by almost a factor of 2 for high load, and HOPS around $25 \%$. HOPS FCT for $\tilde{F}$ packets is bigger than for those of reliable (R), contrary to what may be induced from [30], where they are labeled as Fast (F). This may be explained by the fact that the delay benefits for $F$ packets are on the order of a $\mu \mathrm{s}$, while here FCT is of an order of tens and hundreds of $\mu \mathrm{s}$, and is defined mostly by TCP CCAs when contention problem is solved.

D traffic does not benefit from the introduction of Classes of Service, and it is on its account the gains for $R$ and $\tilde{F}$ traffic exists. However, while considering the performance reductions, we notice almost unchanged throughput for HOPS case, and for OPS the drop of only $10 \%$ at most, which could be seen as a beneficial trade-off in $R$ and $\tilde{F}$ traffic favor with their boost of performance both in throughput and FCT.

The network as a whole, regardless of the presence of Classes of Service, performs the same, which is expected, as connections occupy limited network resources. We can observe that the gain due to introduction of Classes of Service for R and $\tilde{F}$ traffic decreases with the increase of number of buffer inputs/outputs (i.e. from $n_{e}=0$ towards $n_{e}=2$ ), and for fully-buffered switch ( $n_{e}=n_{a}=8$ ) the gain would be 0 , because no packet would ever require preemption, only bufferization. However, there are technological benefits to use small number of buffer input/outputs as it directly means simplification of switching matrix ( $n_{a}=8, n_{e}=2$ means $10 \mathrm{x} 10, n_{a}=n_{e}=8$ means $16 \times 16$ matrix) and reduction of number of burst receivers (inputs) and transmitters (outputs) for buffers. In the case of EPS, the gain would be also 0 , but in general EPS entails an increase in energy consumption for OEO conversions compared to HOPS by a factor of 2 to 4 on high load, as we saw in Ch. 5.

While observing the network performance overall, we see that introduction of Classes of Service both in OPS and HOPS helps to boost the performance for the $R$ and $\tilde{F}$ connections, while keeping the performance of $D$ connections relatively on the same level. This fact could lead to economic benefits in a Data Center: charge more priority clients for extra performance, almost without loss of it for others. Furthermore, using pure OPS instead of HOPS in DCs may be economically viable, as OPS delivers the best possible performance to R connections, on the level of HOPS performance for $\tilde{F}$ connections, and relatively low performance for D connections, since high performance may be not needed for $D$ connections.

### 7.4 Conclusions

In this study we enhanced the analysis of HOPS and OPS DC networks by applying classes of service in terms of preemption policy for packets in optical and hybrid switches, while solving the contention problem. In the case of HOPS we demonstrated that with


Figure 7.4 - Mean PLR of Reliable (R) Connections
custom packet preemption rules, one can improve the performance for Reliable and Not-So-Fast class connections, almost without losses for Default connections. Furthermore, we showed that Classes of Service can boost the performance of OPS for Reliable and Not-So-Fast class connections, match or bring it on the level of those in HOPS. This proves that OPS could be used in DCs, delivering high performance for certain connections, while Default class connections are still served on an adequate level.

It remains to be seen whether these results remain with a different service class distribution; and whether an actual low-latency service class can be implemented (e.g. using another TCP CCA).

## Chapter 8

## Conclusions and Future Work

### 8.1 Summary and Conclusions

The Data Center networks could benefit from hybrid switches that have lower energy consumption than electric ones, and a higher throughput and robustness than alloptical ones, using just a few electric ports and introducing the specially designed TCP protocols. This could be applied to any type of networks and load by changing the number of the electric ports and carefully adjusting the TCP algorithm.

Taking into account that the solutions for constructing the hybrid switch already exist, the crucial components as switching matrices and burst receivers are already a reality; considering the topology of the network, that is already in place (Facebook data center); the Hybrid Optical Packet Switching (HOPS) enabled by TCP Congestion Control Algorithms (CCAs) could be implemented in reality. The possibility of turning HOPS into reality is justified by the benefits of HOPS compared to existing Electronic Packet Switching (EPS). Throughput of HOPS not only matches or even surpass the throughput of EPS, but also entail two others crucial benefits: such as reduction of the energy per bit (reduction of Optical-Electronic-Optical (OEO) conversions) and latency (cut-through mode of operation for most of the packets).

In this work we extensively studied Data Center Networks (DCN) in the context of application of different switching mechanism and different TCP CCAs. Primarily we followed next three axes of DCN performance investigation: Throughput, Energy Consumption and Latency.

We started our investigation relying on measurement of DCN throughput under combination of switching mechanisms and TCP CCA used. We reviewed already developed TCP CCAs, such as TCP Stop-And-Wait (SAW) for Optical Packet Switching (OPS) and TCP Selective ACKnowledgment (SACK) for EPS networks. When applying these CCAs in context of HOPS networks we successfully showed that HOPS networks outperforms both OPS and EPS networks. Using insights on HOPS functioning we came up with new TCP CCA: TCP Stop-And-Wait-Longer (SAWL). TCP SAWL leverages throughput given by TCP SAW under HOPS and let us to fully benefit from electronic shared buffer. Even if TCP SACK still delivers best throughput under EPS and HOPS networks, TCP SAWL under HOPS shows very close to SACK performance but delivers outstanding performance in latency and energy consumption, compared to SACK.

We continued our investigation with measurement of energy consumption in DCN, trying to quantify OEO conversions reduction by OPS ans HOPS networks compared
to EPS networks. Our key findings show that HOPS consumes at worst by factor of 2 less energy than EPS networks at their best. We can bring that factor towards 4 by using combination of TCP SAWL + HOPS, trading off just several percents from best throughput possible.

We conducted complex study on latency in DCNs. We introduced to our analysis DCTCP, a flagship TCP currently applied in EPS DCNs in pursuit for minimum latency. We have found that combination DCTCP + HOPS can decrease latency of scheme SACK + HOPS and outperform DCTCP + EPS in FCT and Throughput, but cannot compete with combination TCP SAWL + HOPS, that delivers the best FCT and RTT, again showing benefits of application of HOPS in general and with TCP SAWL in particular in DCN.

Additionally we have investigated the question of traffic management in DCN if to introduce different Classes of Service (CoS) onto HOPS and OPS data centers. Our studies have shown that one can improve the performance for Reliable (R) class connections, almost without losing it for Default connections, by applying special packet switching rules in a hybrid switch.

### 8.2 Future Research Directions

Our investigation till now didn't touch several important questions, such as application of Wavelength Division Multiplexing (WDM) and study of Wide Area Network (WAN) topologies. Future studies can be conducted in order to answer them.

The study of influence of WDM technology on OPS network comes coupled with the study of WAN topologies, since, currently, WAN networks are inseparable from WDM technologies. As well WAN topologies would complete our study of application HOPS on different type of networks.

Additional studies on All-Optical Wavelength Converters (AO-WC) can be conducted in context of HOPS WDM networks, as they can leverage Wavelength Continuity constraint of current WDM network and introduce packet switching's statistical multiplexing gain.

Till the moment we considered only homogeneous networks, i.e. composed of only of one type of switch. It is necessary to investigate the concept of joint use of electronic and hybrid switches in order to study the interest in progressive integration and replacement of electronic switches with hybrid in real standard fat-tree DC networks and how this will influence throughput and energy consumption.

The experimental work in the laboratory was not envisioned at the beginning of this research project, however, the opportunities to do it are actively sought. That experimental work tied up with HOPS would allow a deeper evaluation of the HOPS properties and characteristics.

New and unexplored technology aspects of HOPS do not limit possible the scope of future works. There is also place for TCP CCA development and improvements.

One can further study TCP SAWL and determine conditions on when "learning",i.e. dynamic adjustment of the $p$ parameter may be justified. Additionally there might be some improvements in using TCP mSACK for underlying DCTCP algorithm.

## Appendix A

## DCTCP parameters influence on Network Performance

In this appendix we provide results of simulation of Data Center Network activity under DCTCP with different parameters in terms of Throughput on Fig. A. 1 and Fig. A.2; 99th Percentile of FCT on Fig. A. 5 and Fig. A.6; 99th Percentile of RTT on Fig. A. 3 and Fig. A.4. We consider link length of $l_{l i n k} \in\{10,100\} m$ and next set of DCTCP parameters: $g \in\{0,0.06,0.12\}$; buffer threshold $k \in\{9064,18128,27192\}$ By tes corresponding to 1,2 and 3 data packets respectively; number of data packets per acknowledgement $m \in\{1,2\}$.

On each graph we provide simulation of next type of networks: OPS with no buffer inputs/outputs $n_{e}=0$, HOPS with with $n_{e}=2$ buffer inputs/outputs, HOPS with with $n_{e}=8$ buffer inputs/outputs, EPS switch. We consider a common $R T O_{\text {init }}=1 \mathrm{~ms}$ for all the cases. We consider class-agnostic switching rules without packets preemption. All other parameters are defined in Ch. 3.

Analysis and conclusion on these results are provided in Ch. 6, Sec. 6.1.


Figure A.1 - DCN $\left(l_{\text {link }}=10 \mathrm{~m}\right)$ Average Throughput dependence on DCTCP parameters


Figure A. $2-$ DCN $\left(l_{\text {link }}=100 \mathrm{~m}\right)$ Average Throughput dependence on DCTCP parameters


Figure A. 3 - DCN $\left(l_{\text {link }}=10 \mathrm{~m}\right)$ RTT 99th Percentile dependence on DCTCP parameters


Figure A.4 - DCN $\left(l_{\text {link }}=100 \mathrm{~m}\right)$ RTT 99th Percentile dependence on DCTCP parameters


Figure A. 5 - DCN $\left(l_{\text {link }}=10 \mathrm{~m}\right)$ FCT 99th Percentile dependence on DCTCP parameters


Figure A. 6 - DCN $\left(l_{l i n k}=100 m\right)$ FCT 99th Percentile dependence on DCTCP parameters
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Titre : Commutation de paquets optique et hybride multicouches
Mots clés : Réseaux à commutation de paquets, commutation de paquets, réseaux transparents, commutateurs optiques, commutateurs hybrides, TCP, contrôle de congestion, CCA, centre de données, réseaux de centres de données

Résumé : Les réseaux de télécommunication transparent constituent une étape de développement des réseaux entièrement électroniques. Les technologies de réseau de données actuelles utilisent déjà activement les fibres optiques et les réseaux transparents dans les réseaux centraux, métropolitains et résidentiels. Toutefois, ces réseaux reposent toujours sur la commutation électronique de paquets (EPS) pour le routage des paquets, qui rend obligatoire pour chaque paquet d'avoir une conversion de signal optique à électronique à optique (OEO). D'autre part, la commutation optique de paquets (OPS), qui semblait remplacer le système EPS, promet depuis longtemps des améliorations en termes de performances et de consommation d'énergie en s'éloignant des conversions OEO; Cependant, l'absence de buffers optiques pratiques rendait OPS extrêmement vulnérable aux contentions, entraînant une réduction des performances et empêchant de tirer profit des gains de l'OPS.
L'objetif de cette recherche est d'étudier la performance des réseaux avec des commutateurs tout optiques et hybrides, tandis que les activités de transmission côté serveur sont régies par des protocoles de contrôle de transport basés sur des algorithmes de contrôle de congestion (TCP CCA). Nous considérons que l'opération OPS pourrait être activée en utilisant un commutateur hybride, c.à.d. une solution au niveau de l'appareil, ainsi que des TCP CCA spécialement conçus, c.à.d. une solution au niveau du réseau, don-
nant naissance à des réseaux hybrides à commutation de paquets optique (HOPS).
Nous étudions les réseaux de centres de données (DCN) de type OPS, HOPS et EPS associés à différentes TCP CCAs en suivant les trois axes de la performance: débit, consommation d'énergie et latence. En ce qui concerne les TCP CCA, nous considérons non seulement les solutions existantes, mais également celles développées. Si Stop-And-Wait (SAW), Selective Acknowledgment (SACK), SACK modifié (mSACK) et Data Center TCP (DCTCP) sont déjà connus, Stop-And-WaitLonger (SAWL) est présenté ici et conçu pour tirer le meilleur du HOPS DCN. Il est démontré que les solutions de commutateurs hybrides surpassent de manière significative les commutateurs tout optiques sans buffer et atteignent le niveau de commutateurs tout électroniques en termes de débit du reseau. En termes de consommation d'énergie, les solutions hybrides peuvent économiser jusqu'à 4 fois plus d'énergie de la commutation par rapport aux solutions tout électroniques. De plus, les DCN HOPS peuvent atteindre des latences moyennes à l'échelle des microsecondes, dépassant ainsi les EPS et se situant au même niveau que les OPS.
La question de l'introduction de classes de service dans HOPS DCN est examinée: on constate que les règles de commutation spécifiques en commutation hybride peuvent améliorer la performance de certaines classes sans pertes significatives d'autres.

## Title : Cross-layer Hybrid and Optical Packet Switching

Keywords : Packet-switched networks, Packet Switching, Transparent networks, Optical Switches, Hybrid Switches, TCP, Congestion control, CCA, Data Center, Data Center Networks

Abstract : Transparent optical telecommunication
networks constitute a development step from allelectronic networks. Current data network technologies already actively employ optical fibers and transparent networks in the core, metro, and residential area networks. However, these networks still rely on Electronic Packet Switching (EPS) for packets routing, constituting obligatory for each packet optical-to-electronic-to-optical (OEO) signal conversion. On the other hand, Optical Packet Switching (OPS), seemed to be as replacement of EPS, has long promised performance and energy consumption improvements by going away from OEO conversions; however, the absence of practical optical buffers made OPS highly vulnerable to contention, incurring performance reduction, and getting in the way of profiting from OPS gains.
The subject of this research lies in the investigation of the performance of OPS networks under all-optical and hybrid switches, while server-side transmission activities are regulated by Transport Control Protocols based on Congestion Control Algorithms (TCP CCAs). We consider that OPS could be enabled by use hybrid switch, i.e. device-level solution, as well by use of specially designed TCP CCAs, i.e. networklevel solution, giving birth to Hybrid Optical Packet

Switching (HOPS) networks.
We extensively study OPS, HOPS and EPS types of Data Center Networks (DCN) coupled with different TCP CCAs use by following the next three axes of DCN performance: Throughput, Energy Consumption, and Latency. As for TCP CCAs we consider not only existing but also newly developed solutions. If Stop-And-Wait (SAW), Selective Acknowledgment (SACK), modified SACK (mSACK) and Data Center TCP (DCTCP) are already known to the world, Stop-And-Wait-Longer (SAWL) is newly presented and is designed to bring the best out of the HOPS DCN. As a result, it is shown that hybrid switch solutions significantly outperform bufferless all-optical switches and reach the level of all-electronic switches in DCNs in terms of throughput. In terms of energy consumption, hybrid solutions can save up to 4 times on energy on switching compared to all-electronic solutions. As well HOPS DCNs can exhibit microseconds-scale average latencies, surpassing EPS and performing on the level with OPS.
The question of the introduction of Classes of Service to HOPS DCN is also investigated: it was found that class-specific switching rules to hybrid switch can ameliorate the performance of certain classes without almost performance loss in others.


[^0]:    1. Considering speed of light in fiber with refractive index of $n=1.45$.
[^1]:    2. In our case it defines Maximum Segment Size (MSS) and also Sender MSS (SMSS), cf. Sec. 4.2.
[^2]:    3. As we study transmission of 1024 files, it comes to $1024 / 128=8$ files per server.
[^3]:    1. Acknowledgment is called as duplicate when it acknowledges the same, already fully-acknowledged, data. This amount is defined by all acknowledged data till the first unacknowledged byte. Example: 4 packets are sent, 1 st is received and acknowledged successfully. 2nd packet is lost and is not acknowledged. 3rd packet is received and acknowledgement is sent in order to acknowledge reception of data delivered by first packet and third packet. 4th packet is received and acknowledged is sent in order to acknowledge the reception of data consisting of 1st, 3rd and 4th packet. Acknowledges generated by 3rd and 4th represent
[^4]:    duplicate acknowledgment, resulting in 3 acknowledgments, acknowledging the same amount of data from start till the first unacknowledged byte.
    2. $n_{e}=5$ is chosen to show a case where packet can be lost due to contention in a switch, used in 8-ary fat-tree $D C$.

[^5]:    1. If it is never passed then it means absence of ECN and use of just pure TCP CCA.
[^6]:    2. The biggest propagation delay for $l_{\text {link }}=10 \mathrm{~m}$ in considered DCN is $0.29 \mu \mathrm{~s}$ and for $l_{\text {link }}=100 \mathrm{~m}$ it is $2.9 \mu \mathrm{~s}$.
