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Abstract

Expanding the transport optical network using equipment supplied from different
vendors, or what is called equipment interoperability, reduces the network cost,
increases the quality and accelerates the delivery of network services. For that
we study in this dissertation the requirements to apply the interoperability over
the optical transport network. We focus on one particular case, called the alien
wavelength use case, in which a WDM lightpath can be setup using a pair of third
party transponders over any WDM optical line. The alien wavelength use case be-
comes manually doable, yet automating the alien lightpath setup process remains
challenging due to the following reasons: I) The lack of a common communication
between the third party transponders and the optical line prevents configuring the
equipment properly. II) Most of the transponders’ optical parameters are propi-
tiatory and/ or not standardized, and exchanging these parameters is required to
estimate the physical performance of the path. III) Moreover, vendors’ estima-
tion tools calculate the performance of the lightpath differently. The 1st part of
this dissertation presents and analyzes most of the proposed approaches, including
ours namely "RSVP-TE-based approach", that automate the alien lightpath setup
process by providing a common or standardized communication and exchange the
required transponders’ optical parameters. A comparison between the proposed
approaches is made to find out the attributes of the ideal solution. The 2nd part
of this dissertation focuses on upgrading the RSVP-TE-based approach to sup-
port flex-grid technology and configurable transponders that requires transpon-
ders’ configuration matching. For that we propose a standardized method, based
on the RSVP-TE protocol, to fulfill that matching. The previous proposal has been
demonstrated over the testbed of Orange labs and submitted as an IETF RSVP-
TE standard draft as well. We also propose another standardized method, based
on the OSPF-TE protocol, to exchange the raw optical parameters of the optical
line equipment. Since exchanging raw optical parameters permits the proper use
of vendor-agnostic physical performance estimation tools. The previous proposal
has been demonstrated over the testbed and submitted as an IETF OSPF-TE
standard draft. The 3rd part of this dissertation presents and demonstrates the
module we developed to compute the path over a flexible network.
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Résumé

Etendre les réseaux de transport optiques en utilisant des équipements de vendeurs
différents, aussi appelé interopérabilité, permet de réduire le cotit du réseau, ainsi
que d’augmenter la qualité des équipements et accélérer leur livraison, grace au jeu
de concurrence que cette pratique instaure. C’est pourquoi, dans cette thése, nous
nous intéressons aux prérequis nécessaires a la mise en place de l'interopérabilité
dans les réseaux de transport. Nous nous concentrerons sur un cas particulier ap-
pelé « longueur d’onde alien », dans lequel le lien optique WDM d’un équipemen-
tier relie une paire de transpondeurs fournie par un autre équipementier. Cette
longueur d’onde alien est aujourd’hui utilisable de maniére manuelle. Rendre cette
pratique automatisée reste un défi du fait de plusieurs facteurs : I) Le manque de
communication entre les transpondeurs alien et le lien optique limite la bonne con-
figuration des transpondeurs. II) La plupart des paramétres optiques des transpon-
deurs sont propriétaires et/ou non standards, et communiquer ces paramétres est
nécessaire pour estimer la faisabilité du chemin optique. III) Les outils de cal-
cul des performances du chemin optique difféerent d’un vendeur a ’autre ainsi que
la maniére de conduire ces calculs. Ceci méne a des résultats différents selon
les vendeurs. La premiére partie de ce manuscrit présente et analyse la plu-
part des approches existantes dans la littérature, en incluant ’approche que nous
avons créée appelée « RSVP-TE-based approach ». Ces approches automatisent
la mise en place de la longueur d’onde alien en permettant une communication
qui soit commune ou standardisée ainsi que 1’échange des paramétres optiques des
transpondeurs. Les différentes approches sont comparées entre elles afin de trouver
les caractéristiques d’une solution idéale. La seconde partie sera axée autour de
I’amélioration apportée a notre approche RSVP-TE. Cette amélioration lui per-
met de supporter la technologie flex-grid et les transpondeurs reconfigurables qui
doivent avoir des configurations identiques. Nous avons donc proposé une méthode
standardisée basée sur le protocole RSVP-TE, qui transporte les configurations des
transponders des deux cotés du lien optique. La proposition précédente a été dé-
montrée sur le banc d’essai des laboratoires d’Orange et a été soumise en tant que
projet de norme IETF RSVP-TE. Nous avons également proposé une autre méth-
ode standardisée basée sur le protocole OSPF-TE afin d’échanger les paramétres



vi

optiques bas-niveau des équipements du lien optique, ce qui nous permet d’estimer
les performances de ce lien alien en utilisant un outil open-source. La proposition
précédente a été démontrée sur le banc d’essai des laboratoires Orange et a égale-
ment été soumise en tant que projet de norme IETF OSPF-TE. La troisiéme partie
présente et démontre le module que nous avons développé pour calculer le chemin
dans un environnement flexible et interopérable (transpondeurs reconfigurables et
flex-grid).
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Chapter 1

General Introduction

Our dependency on Internet-based services is increasing day by day, and that in-
creases traffic growth over the network. The optical transport network is mainly
concerned by this growth [3]. This traffic growth is going to continue in the fu-
ture, since both data processing and data storage are migrating towards cloud
services [4, 5]. Moreover, future 5G services, such as the geo-location services [6],
will contribute to the traffic growth in mobile data traffic [7] and supporting this
traffic requires high-capacity optical transport networks. Meanwhile, end users are
always looking for better (faster, more reliable and intelligent) services with lower
prices. To sustain this traffic growth while maintaining acceptable prices for their
services, network operators are looking for solutions that extend their networks’
capacity and reduce the cost per transported bit. Automating some services can
be a good choice to reduce the operational cost. Deploying new technologies, such
as the flex-grid and bandwidth variable transponders (BVTs) extends the network
capacity. Yet these technologies are tied to vendors’ pricing policies of Wavelength
Division Multiplexing (WDM) systems (which is the current technology that oper-
ated over optical transport networks) always supplied as turnkey equipment sold
by a single vendor. On the contrary, multi-vendor equipment sourcing, calling
for equipment interoperability, increases the competition between WDM vendors,
enhances the quality and accelerates the speed of delivery [8]. Yet applying full
interoperability between equipment is a big challenge as it will be detailed in the
following chapters. To facilitate the transformation towards a fully interoperable
environment, many initiatives and experiments, supported by network operators,
focus on extracting WDM transponders out of WDM systems, since the technol-
ogy and cost of transponders are both evolving rapidly in comparison with the
remainder of WDM equipment. Several experiments have been made to study the
possibility to inject a signal issued from a pair of third-party transponders into
a WDM line [9]. This signal is usually denoted by the name “alien wavelength”.
These experiments proved that manual set-up of alien wavelength is feasible. How-



ever, the introduction of aliens in an operational networks requires that configu-
ration process are automated. Yet automating the alien lightpath setup process
faces several challenges. This dissertation is mainly dedicated to overcome these
challenges. The following points briefly present the challenges one by one and refer
to the approach we propose to overcome them.

1. A common or standardized communication is required to ease the intercon-
nection between the third party transponders from one side and the WDM
line equipment from the other side. That common communication is im-
portant to configure the WDM system equipment (including the third party
transponders). Moreover, configuring the alien lightpath properly necessi-
tates exchanging the optical parameters of WDM equipment, including the
third-party transponders’ parameters which are currently proprietary and
not standardized. To overcome that, chapter 3 provides a state of the art
concerning most of the challenges faced by the alien wavelength in general
and the automation process of the alien lighpath setup particularly. The
same chapter analyzes most of the proposed approaches, either in the liter-
ature or the ones developed by us(such as an RSVP-TE-based approach),
that provide a common communication mean and control plane functions to
exchange the required optical parameters. Based on this analysis, a compar-
ison is made, among the proposed approaches to figure out the best solution.
Three main criterias are taken into account to describe the best approach: I)
It must support the interoperability and openness based on a standardized
or common protocol; IT) It must be applicable to legacy equipment as much
as possible; III) It must be easy to operate. As result of this comparison,
we find that the best approach comes from mixing several approaches, since
each one has pros and cons. Several useful combinations are presented in the
same chapter as well.

2. Moreover, estimating the physical performance of an alien lightpath using
vendors’ path computation tools may not lead to a feasible lightpath due
to a) the lack of standardized optical parameters that describe the optical
performance of each WDM equipment; b) the lack of implemented control
plane functions to exchange these parameters between WDM equipment con-
troller; c) the inconsistency between vendors’ tools, meaning that the way to
estimate the physical performance is different from one vendor to another.
As an answer to these challenges, in chapter 4, we propose an extension
to the OSPF-TE protocol to exchange the required optical parameters be-
tween WDM equipment in standardized way. We rely on a vendor-agnostic
open-source tool to estimate the optical performance of the path. The re-
quired optical parameters correspond to the input required by this tool. The



path computation process is done using a Path Computation Module (PCM)
which has been developed by us. Moreover, the alien wavelength use case
becomes more interesting if it has been deployed over elastic optical net-
works, in which BVTs and the flex-grid technologies are integrated, since
these technologies offer ultra-high data rates and a large increase of fiber
capacity within a competitive transponder price. Yet setting up the alien
lightpath using BVTs assumes pushing matching transponders’ configura-
tions (modulation format, baudrate, etc.) at both ends of lightpaths. For
that, we propose, in chapter 4 as well, a method to provide the transponders
configuration at both ends with the mode selected at the ingress node of the
line during signaling.

3. In chapter 5, we present the techniques and the features that have been
added to the PCM to develop an interoperable, upgradeable and language
independent path computation module. The PCM is developed to compute
the path for elastic optical networks. In order to take advantage from elastic-
ity, the PCM proposes several "policies" options to compute the path based
on network operator’s strategy or needs.

Before getting into details and as starter, chapter 2 will describe the techno-
economic challenges that encouraged network operators to move towards applying
interoperability and openness over optical transport networks.






Chapter 2

Research Context

2.1 Operator’s Network Structuring

An operator’s network can be segmented into three main parts; these divisions
are made to highlight differences in structure, hierarchy and functionality between
them. This section briefly explains each of these parts:

The access network is the stage of the telecommunication network nearest to
the end user. The Passive Optical network (PON) is among the typically deployed
optical telecommunication technology over that stage.

The metropolitan network is the network part that interconnects the access
network with other parts in a geographic region of variable size in order to perform
a traffic aggregation role. This part of operator network has the most important
traffic growth rate [3]. Ring or mesh topology is typically used over this network.

All end-user companies/services are interconnecting through the core optical
network which ties metropolitan areas all together, with connectivity to datacen-
ters and other network operators, including the Internet. As a consequence, the
core network carries the highest traffic rate [3|, usually over a meshed topology.
Core and metropolitan optical networks constitute the so-called “optical transport
network”, which is concerned by transmission and multiplexing functionalities 2.1.

2.2 Transport Evolution

Network traffic is usually groomed to be carried over the optical links that serve
as tunnels between nodes. Network operators usually build optical transport net-
works using Wavelength Division Multiplexing (WDM) systems [10], that mul-
tiplex a number of optical signals into a single optical fiber by using different
wavelengths. This technique enables bidirectional communications over one pair
of fiber strand, as well as multiplication of capacity, as shown in figure 2.2. WDM
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Figure 2.1: Operator’s Network Structuring, color code is used in this figure to
differentiate between the operator network’s parts, Core and metropolitan networks
share the same colors to presents the similarity of the applied technology between
them

optical signals are created using equipment called transponders, see chapter 3.
A WDM transponder is a bidirectional optical-electrical-optical converter, that
receives the client optical signal operating at one particular format. Client sig-
nals are not qualified to be transmitted over long distances. To solve that issue, a
WDM transponder converts a client signal to an I'TU-compliant wavelength, which
is then transmited over the WDM system. During this conversion, and by using
the electrical form of the signal which carries the data flow (bit stream), channel
coding techniques are applied over the bit stream. For example, Forward Error
Correction (FEC) coding technology is used to re-encode it in a redundant way:
this redundancy permits controlling errors of the transmitted bit stream against
unreliable or noisy communication channels and allows the transponder at the
receiver side to correct the errors without needing a reverse channel to request
re-transmission of data. FEC techniques are so advanced that they can be used
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Figure 2.2: WDM Basic Principle

as a factor to increase the signal reach [11]. Yet FEC adds more bits’ load over
the transmission system. FEC is applied to correct the errors induced by the
transmission impairments that cannot be compensated by the Signal impairment
compensation techniques. These are applied over the signal [12] to enhance its
resistance against transmission impairments. Afterwards, the information is mod-
ulated over the optical carrier using one of the modulation format technologies,
such as DP-QPSK, DP-8QAM and 16-QAM. Improving the modulation format
permits to carry more bits using the same band of spectrum, which enhances the
spectral efficiency. Yet the higher symbol rate (“baudrate”’) we apply (to increase
the spectral efficiency) the shorter signal reach we get [2].

WDM transponders are connected to WDM network through optical nodes,
called Reconfigurable Optical Add-Drop Multiplexers (ROADMs). ROADMs are
capable to steer the signals along the WDM network and towards their destination,
see figure 2.3.. ROADMSs’ add-drop ports and the attached transponders, as shown
in figure 2.3 provide optical signal terminations so that traffic can be dropped at
these points. That traffic will possibly be groomed at the packet layer with other
traffics and the resulting flows may be added again into the WDM network, using
another wavelength.

The physical connection between two adjacent ROADMs is called a WDM
link and consists of a number of fiber spans. Optical amplifiers might be used
at the end of each fiber span to compensate the signal power loss and avoid a
costly Optical Electrical Optical conversion. Regenerators might be used at signal
termination to provide longer reach to channels. Commercial regenerators are
made of transponders connected back to back, placed on add-drop ports.

7
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2.2.1 Opaque Networks

Over opaque networks, data-flows are converted from electrical to optical form to
traverse any WDM link. There is no ROADM in opaque networks, so that at
the end of each link, data-flows are converted back to their electrical form to be
steered at electronic layer, either to their destination or again into another WDM
link, as shown in figure 2.4. Yet deploying systematic OE and EO conversions
(transponders) at every node’s ports is a costly investment. In this case, node
bypass as in transparent networks is more advantageous.

2.2.2 Transparent Networks

In transparent networks, intermediate nodes are equipped with ROADMSs, but are
not equipped with regenerators or transponders over their bypass ports, meaning
that signals are passing through ROADMs with no electrical conversion until they
reach their destination, as shown in Fig 2.5. In transparent network, lighting up
a path between any pair of nodes is theoretically possible and it is subject to the
available capacity and optical feasibility across the set of links that compose the
path, see chapter 5. Transparent networks add several challenges. First, their full
cost-efficiency depends on systems reach without any OEO regeneration. In opaque
networks, paths are split into sub-paths across each crossed links in the network,
each of them being designed to be physically feasible by default. In transparent
networks, a lightpath may cross many links without OEO intermediate conversion,
so lightpath physical feasibility may be an issue. Transparency is thus limited to

8
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Figure 2.4: Opaque Transport Network

the available technology to compensate the signal impairments. Currently, several
technologies have been developed to overcome signal impairments. For example,
coherent detection using Digital Signal Processing (DSP) has been shown to be
very effective to compensate chromatic dispersion, polarization mode dispersion
and intra-channel nonlinearity [13|; advanced modulation formats and Forward
Error Correction (FEC) are increasing the reach of optical signals [11]. Secondly,
transparent networks add a wavelength continuity requirement because the light-
path must use the same spectral slot on each link all along its path. In some cases,
despite some remaining spectrum capacity in the network, a given lightpath be-
tween a source and a destination might be blocked because the available spectrum
is not continuous on all the hops of the path. In this case, wavelength conver-
sion might be desirable to use the available spectrum and this can be achieved by
regenerators. If regenerators are used, the network is said to be translucent.

Figure 2.5 shows an example of a transparent node that uses a transparent
Optical Cross-Connect (OXC). The OXC allows switching optical signals from
input ports and/or add ports to output ports and/or drop ports.

9
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Figure 2.5: Transparent Transport Network

2.2.3 Translucent Networks

In real environment, transport optical networks are hybrid between opaque and
transparent in a variation called “Translucent mode”. It reduces the network cost
while keeping signal regeneration possible at certain nodes. In other words, every
node in translucent networks can be designed and configured to either bypass or
regenerate certain signals. This regeneration capability varies from an installed
system to another. Deploying regeneration at certain points is related to the
routing constraints, the installed system performance and the network operator’s
strategy.

2.3 WDM Spectral Bands

Fiber-optic communication is mainly conducted in the wavelength region where
optical fibers have small transmission loss. This low-loss wavelength region ranges
from 1260 nm to 1625 nm, and is divided into five wavelength bands referred to as
the O-, E-, S-, C- and L-bands, as shown in table 2.1. Today optical fibers show
their lowest loss in the C-band (conventional band: 1530-1565 nm), and thus it is
commonly used in WDM systems for optical transport networks [14].

The L-band (long-wavelength band: 1565-1625 nm) is the second lowest-loss

10
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1565nm - 1625nm
1625nm - 1675nm

‘ L-band ‘ Long wavelength band

Band Description Range of wavelengths

‘ O-band ‘ Original band ‘ 1260nm - 1360nm ‘
‘ E-band ‘ Extended band ‘ 1360nm - 1460nm ‘
‘ S-band ‘ Short wavelength band ‘ 1460nm - 1530nm ‘
‘ C-band ‘ Conventional band ‘ 1530nm - 1565nm ‘
| |

| |

‘ U-band ‘ Ultra long wavelength band

Table 2.1: Optical Bands Definition

wavelength band. It is a usual option when the use of the C-band is not sufficient to
meet the bandwidth demand. Some WDM systems can use the L-band if needed.

To organize the spectrum allocation over the C- and L-bands, most of installed
WDM systems use the fixed grid technology of 50 GHz channel spacing to organize
the spectrum allocation. The 50 GHz of channel spacing prevents the use of high
data-rate transponders (ex: 400 Gb/s and beyond), which require higher baudrates
(wider channels than 50 GHz). On the contrary, the flex-grid technology permits
flexible channel spacing. The ITU recommendation G.694.1 [15] supports a variety
of channel spacing’s ranging from 12.5 GHz to 100 GHz and wider. Chapter 5
illustrates the benefits behind deploying the flex-grid technology over a WDM
system.

2.4 Optical Transport Network Architecture

To ensure a trustworthy delivery of the transmitted information over the network,
some protocols are organizing the network’s equipment workflow. Each protocol is
created to serve a specific part and/or function of the network. A protocol stack
refers to a group of protocols that are running concurrently to harmonize the
workflow of the network equipment. The network industry abstracts and classifies
networks’ protocols into groups and layers associated to functions and information
to be exchanged.

Optical transport networks’ protocols, like any type of network, can be divided
into three main planes

e Management plane: refers to an application provided by the vendor and
utilized by the network operator to handle and configure WDM services,
such as provisioning, monitoring and fault location. Some of these functions
can be delegated to other software such as the control plane.

11
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e Control plane: refers to a set of software that equipment uses to exchange
configuration and service-related data, using messages logically separated
from the main traffic . The Generalized MultiProtocol Label Switching
(GMPLS) protocol suite is one of the main set of standards [16] to support
communication within a control plane of optical networks;

e Data plane: is responsible for functionalities like data forwarding, segmen-
tation and assembly.

Optical transport networks can be operated using either a distributed manner,
such as the case of the GMPLS protocols, using a centralized entity, such as
promoted by the Software-Defined Networking concept (SDN) [17], or a mix of
both, which is the typical case (management traffic over an in-band IS-IS/OSPF-
routed network). The authority of both Management and Control planes might
overlap from one concept to another. In this dissertation, we use the term "control
and management level" to refer to all functions of both control and management
planes without making assumptions on how operations are balanced between them.

2.5 Network Operators’ Challenges

As illustrated in section 2.1, according to [3], optical transport networks have
the most important traffic growth rate. Indeed, our dependency on over-cloud
services (such as data storage and data processing) and internet services in general
are increasing everyday [4, 5|, which leads to an enormous traffic growth [18,
19]. Moreover, end-to-end 5G and Internet of Things (IoT) services will require
high-capacity and low-latency optical transport networks in order to support the
forecasted x1,000 growth in mobile data traffic [7]. To sustain this traffic growth,
network operators have three main levers:

2.5.1 First Lever: Lighting Up More Fibers

Network operators can extend the capacity of their optical transport networks
by lighting up a new optical fiber pair on loaded links whenever bandwidth is
needed. This lever can provide the required capacity, but that increases the cost
of the network, both in terms of the Capital Expenditure (CAPEX, the additional
cost of WDM system deployment) and Operational Expenditure (OPEX, more
manpower to validate, manage, and monitor the new fiber lines, more electrical
power to provide, more risk of mistakes between parallel links, etc.). However,
end customers keep expecting better performance (more capacity, delivered more
quickly) and lower prices. That makes the extending strategy not efficient from
the economical point of view, and it can be seen as a last resort option.

12
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2.5.2 Second Lever: Increasing Spectral Efficiency

To decrease the network cost, as well as increase the capacity of the network, net-
work operators can look at increasing the spectral efficiency, meaning that more
data can be stuffed in the same spectral bandwidth. This can be achieved by using
high level modulation formats [2] in phase, amplitude and polarization together
with coherent detection. Yet the higher the modulation level (more constellation
points) is, the more sensitive to transmission impairments it turns to be. That
affects the transmission reach, meaning that we can use higher modulation for-
mats to transport more data using the same spectral bandwidth but over shorter
distances; otherwise signal regeneration has to be applied along the lightpath, see
section 2.2. This solution might be interesting for short-distance applications, such
as metro networks where costly transponders can be deployed to offer a high data-
rate and save spectrum for other applications. Commercial solutions that serves
400 Gb/s [2], require higher baudrates (> 44 Gbauds). Yet the 50 GHz fixed-grid
filters do not support high baudrates (over 40 Gbauds). In order to use high lev-
els of baudrates, network operators have to install WDM systems supporting the
Flex-grid technology, see chapter 5. Indeed, Flex-grid [20] supports a variety of
channel spacing’s ranging from 12.5 GHz to 100 GHz and wider, which allows to
carry high baudrates.

New generation of transponders, called Bandwidth Variable Transponders (BVTs),
offer different possible configurations. Each configuration has its own character-
istics in terms of data-rate, baudrate, spectral efficiency, modulation format and
sensitivity to impairments (reach), see chapter 5. Deploying Flex-grid and BVTs
has a positive impact over the network capacity, and channels can be allocated in
a way that just fit the demand requirements.

2.5.3 Third Lever: Applying Equipment Interoperability

The previous two levers focus on extending the capacity of optical transport net-
works, either by using new fibers or by deploying new technologies to optimize
the spectrum use. Yet both of them are related to vendors’ pricing policy, since
a current WDM system is usually provided by a single vendor. On the contrary,
building WDM systems based on equipment provided by multiple vendors increase
competitiveness in price, quality and speed of delivery [8]. In this dissertation we
work to propose several approaches that support the interoperability and openness
between WDM equipment.

The term “open” is frequently used in this dissertation, it might differ in mean-
ing based on its place. For example, an open interface on WDM equipment refers
to a system that is capable to communicate with equipment provided by another
vendor using a mean based on standards or on a common agreement between ven-

13
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dors. The phrase “open-source” tool refers to a software in whose source code is
publicly released under a copyright license that may allow users to study, change,
and distribute the software to anyone and for various purposes [21].
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Chapter 3

Towards Fully Inter-operable
Optical Networks

To reduce network infrastructure cost, network operators want to integrate inter-
operable transponders, since these transponders allow to apply latest technologies
over legacy networks at a competitive price. This architecture using pairs of third
party transponders in a given optical network is commonly called “alien wave-
length” support. Yet, moving towards interoperability encounters several chal-
lenges: incompatible optical physical parameters modelling, vendors’ lock-in and
proprietary software. Manual setup of alien wavelengths has been deployed, how-
ever automating this process is essential to enable the alien wavelength operation in
the field at a larger scale. This section sheds light on the prevailing literature on the
alien wavelength concept, taking into account many associated challenges at vari-
ous levels. We particularly focus on several approaches proposed in the literature:
Translation translation, SDN controllers’ cooperation, Open Line Systems, includ-
ing our own proposals: OpenROADM-based and RSVP-TE-based approaches. We
analyze these approaches with respect to several criteria: applicability to legacy
equipment, added operational cost, and the offered level of interoperability and
openness. According to these characteristics, we notice that, even though some
non-interoperable approaches might be applicable to legacy equipment, it remains
not feasible with advanced alien scenarios (high level of interoperability). Finally,
in order to get the optimal solution, several of the given approaches have to be
combined together.

3.1 Introduction

Internet services have become essential and the demand on them is increasing on
a daily basis [3]. This immense demand has consequently led to a huge traffic
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growth in optical transport networks, forcing operators to continuously enlarge
their optical network capacity in order to support this growth. Meanwhile, end
users keep expecting better performance (more capacity, delivered more quickly)
and lower prices. Moreover, the way of processing or storing data is moving towards
a fully over-cloud environment [4, 5|. This transformation not only speeds up
traffic growth, it also changes the pattern in which traffic flows over the network
at different times throughout the day [18, 19]. Hence, network operators have to
limit both CAPEX and OPEX while increasing the capacity and flexibility of their
networks at the same time [22, 23|.

Operators usually build an optical network using Wavelength Division Multi-
plexing (WDM) [15] equipment procured from a single vendor, who provides it
as a turnkey solution that incorporates control and management software. Un-
fortunately, in most cases, the latter is neither interoperable nor compatible with
other vendors [24]: the software is vendor-specific and does not usually include
open interfaces permitting the interaction with other vendors or operators, which
produces a lock-in situation.

On the one hand, under this business model, network operators become very
limited in choices, especially in network expansion, and strictly linked to the ven-
dor’s pricing policies of the currently-installed network equipment. On the other
hand, the technology and cost of transponders are both evolving rapidly in com-
parison with the remainder of WDM equipment. This is all the more important
as transponders represent most of the total cost of the system. For all the reasons
above, network operators are calling for the release and separation of transpon-
ders out of WDM systems. This strategy is expected to provide more freedom
in transponder selection, based on competitiveness in performance, price, quality,
and speed of delivery.

Several experiments have been made to study the possibility to inject a signal
issued from a third party transponder into a WDM line [9]. This signal is usually
denoted by the name “alien wavelength”. The alien wavelength topic has been
studied for long in the literature, because it offers the possibility to benefit from
multi-vendor sourcing on the transponder part of the system. Besides price com-
petition, multi-vendor sourcing allows: (1) leveraging the existing network assets,
without being tied to the system vendor; (2) introducing new advanced features
and capabilities, independent from the line vendor; (3) putting into question the
systematic use of optical-to-electronic-to-optical conversion at network segment
borders, basically back-to-back transponders when crossing the borders between
different vendors. All these features hold the promise of significant cost savings.
Moreover, when deployed, the alien concept will act as a bedrock to the intended
increasing inter-operability.

This section sheds light on the prevailing literature on the alien wavelength
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concept, taking into account all associated challenges at various levels. Moreover,
it tries to gather the recently proposed approaches (including ours) that focused
on the alien concept.

The section is structured as follows: Section 3.2 introduces the components of
the WDM system, when it is being purchased from a single vendor, as a reference
scenario. It also highlights the main steps during lightpath setup process. Sec-
tion 3.4 defines the alien wavelength concept, describes its challenges, and classifies
most possible alien scenarios. Section 3.5 lists the main initiatives that seek to
apply the interoperability over the optical transport network. Section 3.6 focuses
on published works that tried to overcome the challenges of alien data plane inter-
working, whereas section 3.7 points out the proposed approaches to overcome the
issue in control and management planes, faced upon deploying the alien concept.
Finally, section 3.8 is devoted to a comparison of the listed approaches.

3.2 Single-vendor Scenario: WDM System Com-
ponents

Before going into the details of the alien wavelength concept, we must first clarify
the typical case when WDM system is provided by a single vendor. This section
defines WDM system components and describes the required steps to establish an
optical connection, i.e. “set up a lightpath”.

Note that, in this context, the term “WDM” does usually not only refer to the
concept of wavelength multiplexing, but is also used as a qualifier for equipment
that is part of a WDM network. For instance, as seen below, a “WDM transponder”
emits an optical signal within a specified spectral band, so that it can be spectrally
multiplexed with other WDM transponders; it does not mean that the optical
signal generated includes several wavelengths.

The phrase “WDM system” refers to the equipment that form the optical trans-
port network. Figure 3.1 illustrates the main WDM components. The term “WDM
line” is used to describe a group of WDM equipment, excluding transponders, that
forms a given lightpath. Any line might be composed of several ROADMs and
WDM links. The term “WDM link” depicts a physical connection between two
adjacent ROADMs. Each link might contain several fiber spans and amplifiers as
seen in figure 3.1.

3.2.1 WDM Transponders

WDM systems are used to interconnect equipment pieces long distance apart (typ-
ically routers or bridges). These machines usually only have short reach interfaces
(limited to 40 km typically) and various rates. Transponders enable the conversion
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Figure 3.1: Structure of a WDM transport system, when purchased from a single
vendor

of the short reach signals towards long reach signals ready to be multiplexed over a
common fiber. Several client traffic can be multiplexed into a single WDM signal:
in this case the converting device is called a “muxponder”.

In this respect, WDM transponders, see figure 3.2, are optical-electrical-optical
converters used to convert a "non- WDM" optical input to a WDM-compliant
signal [25, 26]. WDM transponders’ optical configurations play an important role
in determining the capacity of a lightpath since the deployed optical parameters of
the transponder determine defining the data-rate and reach of lightpaths. Those
parameters especially include:

e Modulation format
e Baud rate

e Signal impairment compensation techniques which normally done over
a Digital Signal Processing (DSP) unit [12]
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e Forward Error Correction (FEC)

The transponder’s sensitivity to the received signals (namely the minimum
Optical Signal to Noise Ratio of the transponder (OSN R,in-1sp)), is a direct
result of the previous parameters configuration.

Conventional transponders provide a fixed data-rate and reach based on a
single configuration which depends on the supported modulation format, baud rate
and FEC-limit (which normally measured using OSN R,,;,—rsp). Yet deploying
fixed data-rate transponder for each demand is expensive. On the other hand,
Bandwidth Variable Transponders (BVTs) [26] can be reconfigured to meet the
real requirement of the traffic demands. In other words, BV'T’s parameters can be
configured to form several different modes.

Transponders’ optical parameters plays an important role during the light-
paths’ setup process, a correct matching needs to be done between the transpon-
ders’ parameters from a side and the WDM line parameters from the other side. In
general, WDM system’s parameters are proprietary and have a different meaning
for each vendor, since there is no common agreement among vendors upon the
meaning each term. For example the term OSN R,,,;,,_7sp for Vendor ‘A’ does not
exactly refer to the same content of OSN R,,,;,,_1sp for Vendor ‘B’ as both vendors
are using their own method to calculate the value of OSN R,,,;,,_rsp. This differ-
ence has no impact in the single-vendor scenario where all WDM line equipment
shares the same vendor. However it obstructs the lightpath step process if the
WDM line’s equipment is supplied from different vendors (multi-vendor scenario).
For that standardizing the meaning behind each WDM optical term is essential to
apply interoperability. Chapter 4 of this dissertation is dedicated this issue.

3.2.2 Re-configurable Optical Add-Drop
Multiplexers (ROADMs)

ROADMSs can be summarized as the optical junction nodes in optical transport
networks. ROADMSs steer optical signals from ingress (add or bypass) to egress
(drop or bypass) directions. When a lightpath crosses a ROADM, it can be either
added/dropped at the current ROADM, or switched to pass through to another
direction |27, 28].

The interconnection of add/drop ports define whether the given ROADM is
either colored or colorless,directed or directionless, with contentionor contention-
less. Figure 3.3 shows an example of "4 degree" colored and directed ROADM
structure. This ROADM is colored because predifined wavelengths are assigned to
specific add/drop ports, meaning that changing the wavelength’s color, i.e. "the
frequency" that is passing through a certain add/drop port, requires a site visit
to rewire the wavelength to the corresponding port. At the opposite, the colorless
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Figure 3.2: Structure of a WDM transponder. Client equipment can be IP routers,
Optical Transport Network (OTN) switches [1], etc.

functionality allows a port-independent wavelength assignment over any add-drop
port, since changing the used wavelength color become a matter of transponder’s
laser tuning, which can be done remotely [29]. The previous ROADM, see Figure
3.3, is a directed and colored ROADM as well, as its add-drop ports are associated
to a fixed direction and are bound to the fixed wavelength multiplexers, demulti-
plexers. Thus changing the direction in that case has to be done physically on site.
On the contrary, add/drop ports in directionless ROADMs can be re-configured
remotely to steer wavelengths across any viable path in the network [30]. Note that
in a ROADM with contention, adding (or dropping) two channels with identical
wavelengths is not possible, whereas, in contentionless ROADMs, several channels
with the same wavelength can be added/dropped at the same add/drop structure.

Wavelength channels are defined by the spectral switching elements across
ROADMSs. In case of fixed grid WDM generation, spectrum slots are defined to
50 GHz in recent deployments. With the following flex-grid generation, ROAMDs
can switch incoming optical channels at different width multiple of 12.5 GHz to fit
any demand’s requirement [15]. And that defines new form of spectral channels,
namely “super-channels”. Using super-channels combined with BVTs enhances the
spectral efficiency of the allocated spectrum, but requires the vendor know-how
during the path computation process. This issue is tackled in Chapter 5 of this
dissertation.
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3.2.3 Optical amplifiers

Optical amplifiers are used at the ingress, egress and intermediate points along
the lightpath to compensate the loss of optical power in optical fiber spans and
ROADMs. This amplification plays a major role in increasing the total signal
reach [31].

Erbium-Doped Fiber Amplifier (EDFA) amplifiers are the most common type
of amplifiers, which use doped optical fiber to amplify optical signals in C-band or
L-band [32], see chapter 2.

Optical amplifiers performance is evaluated based on amplifier maximum power,
maximum amplifier gain, and noise figure [33]. In the case of an amplifier i located
at the end of a span ¢ — 1 characterized with a span loss equal to SL; 1, the gain
of the amplifier G;(dB) is given by the following expression:

G;=SLi_1+ P —P_, (3.1)

Where P; and P,_; are the output power of the amplifiers ¢ and i — 1. Knowing
that the span loss is:
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SL=axz (3.2)

where « represents the fiber attenuation coefficient in dB/km and z refers to
the length of the span measured per K'm, optical amplifiers can be placed:

e Just after ROADMs: just after the ROADM on all its egress directions,
see figure 3.4, to increase the optical power before the signal enters an optical
fiber (in that case it called a booster amplifier). In some case, it remains
possible to have amplifiers at the add/drop ports level of a ROADM as well.

e After each fiber span (if needed): in-line amplifiers are placed at the end
of each fiber span or group of spans, if needed, to compensate the attenuation
induced by the optical fiber as shown in Figure 3.4.

e Just before ROADMs: to provide an adequate optical power at the re-
ceiver side, another amplifier, namely "pre-amplifier", is placed just before
the ROADM on all its ingress direction, as seen in figure 3.4. Both inline-
amplifiers and pre-amplifiers are deployed to restore the power of the optical
signal to its optimum level. The optimum signal power in this case is the
one that provides the required level of OSNR at receiver side and avoid the
generation of nonlinear effects at the same time, see section 3.2.3.

For that, selecting the optimal power of each amplifier and the required number
of amplifiers per link is normally done during the system design step, i.e. before
system installation.

System Design

It is also defined as "Line engineering" step. During this step, which is very
vendor specific, each physical link between two adjacent ROADMs ("WDM-link")
is designed to support the same maximum capacity a WDM system can transport,
while maximizing the optical reach. Therefore, the system design does not directly
depend on the actual traffic demands as it prepares resource provisioning for the
worst case (i.e., full capacity, and maximum transmission reach). It can be seen
also as a matching process between the system vendor solution, network operator’s
topology and network operator’s needs (in terms of system’s capacity). Optical
amplifiers are selected in this step to support the target capacity and their gain
is tuned to compensate the signal loss. The power of channel P., and the total
amplifier power P, values can be tuned only during the system design step.

Piotat = Py, X Nchmazx (3.3)

24



3.2. SINGLE-VENDOR SCENARIO: WDM SYSTEM COMPONENTS 25

Transponder

Booster Inline Inline Pre-
ROADM Amplifier i amplifier i+1 amplifier i+ amplifier i+3 ROADM
In @ @ Out
li > < . . . li
" Fiber span Fiber span Fiber span "
Add/ Drop Pch1 Pchi+1 Pchiv2 Pchi+3 Add/ Drop
ports NF i NF i+] NF i+2 NF i+3 ports
oA
=
5 Sy
2 S22, g . .
3 Ogg Amplification
g S
= | Amplification
o) Amplification ~Amplification R
Transmission distance (Km)

Figure 3.4: Booster, in-line, and pre-amplifier EDFAs used in WDM line: this
figure shows the differences measured in optical power level of the transmitted sig-
nal before and after amplification, knowing that WDM line’s equipment normally
supports a full duplex transmission lines.

Nchmax refers to the maximum number of channels per WDM-link. However,
Optical amplifiers are the main noise contributors, thus reducing the OSNR. The
OSNR can be measured at the receiver side using a spectrum analyzer and is given
by:

P ch
Pysk

Where P, refers to the power of additional Amplified Spontaneous Emission
(ASE) noise. Assuming that all spans are identical and amplifier gain exactly
compensates the fiber loss then the Pygg is given by:

OSNR = (3.4)

NF x h x VAV X Ngpan
Pise = 37 L (3.5)

Where NF' refers to the noise figure of the amplifier, Nyp,, stands for the
number of spans, h is Planck constant, v is the frequency of the signal, Av is the
noise bandwidth.

The previous equation shows that Psgg is not related to P., and affected
only by the spans’ distances and the noise figure of the amplifier [34]. For that,
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Maximizing OSNR requires increasing the value of P.,. Yet the optical fiber is
a nonlinear medium and its refractive index is power dependent, which causes
nonlinear phase noise and channel distortion. Non-linear effects can be represented
by the power of the nonlinear interference (Py;) that is given by:

PNLI =aX NSGpans X chh (36)

Where « and € refer to the non-linear constants [35]. The equations 3.5 and
3.6 are correct only if the spans were identical [35].

The OSNR might be a good indicator of the optical quality, but it does not
represents the nonlinear effects, since the NLI noise is spectrally superimposed to
the signal spectrum, as shown in Figure 3.5. On the other hand, nonlinear effects
can be estimated by the Signal to Noise Ratio (SNR) at the receiver side using the
electrical form of the signal [36].

Under certain assumptions [35], the SNR of the received signal can be defined
as follows:

Pen
SNR= ———- % 3.7
Puse + Pnri (37)
Pcn = £
- _ Nonlinear effects are
4| Nonlinear effects not readable during
= | aredetected Retrieved OSNR estimation
5 . . i
£ | Durng SNR signal ~  Non-linear effects
%h measurement Prs are superimposed
Lo o the stonal and
Nonlinear effects
o //////////////////////////"i here!
Linear effects

| Frequency spectrum (Hz)

Figure 3.5: Spectrum analysis of an optical signal at the receiver side with non-
linear noise spectrally superimposed over the signal, this figure is an exploratory
one since, the nonlinear effects might superimposed in a different shape over the
signal and not exactly as shown here.

Figure 3.6 illustrate the relationship between the performance of a WDM-line,
represented by the () factor, and the linear increment of the P,., value, knowing
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that the @) factor represents a measure of the signal quality and is directly linked
to the Bit Error Rate (BER).
The Q factor can be measured by the transceiver at reception.

1 Q) _ 1 _2
BER = §erfc (E) A \/mexp ( 5 ) (3.8)

Every increment of P,., value, in Figure 3.6, enhances the performance of the
system, till it reaches the optimum value of P.,. Non-linear effects start appearing
after that value, and maximizing the P., value then badly decreases the system
performance [37].

To conclude, computing the optimal power is a kind of compromise in which we
search to find the best operating point "optimum optical power per channel” that
maximize the optical quality "OSNR increment” and avoid excessive nonlinear
effects.

Q(dB),
12 ‘ |
Channel power
1 | | | is optimum | |
: Channel power is too high:
10 \ ‘ Nonlinear effects are
. Decreasing the
performance

8
, | Optical power is too low

performance
6 is not good
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Figure 3.6: Performance of an optical signal measured by the factor "Q" and its
dependency to the tuned value of P,y,.

3.2.4 Control and Management (C/M) level

Control and management level, or what is commercially called Network Manage-
ment System (NMS), is a set of software provided by the vendor and utilized by the
network operator to handle and configure WDM services, such as provisioning [38],
monitoring [39] and fault locating [40]. Some of these functions can be delegated
to other software such as the embedded control plane. The control plane is a set of
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software that equipment uses to exchange configuration and service-related data,
using messages logically separated from the main traffic which is called the data
plane. The control plane can be responsible for provisioning, maintaining, and
tearing down connections [41], It is also capable of tracking the network topol-
ogy and notifying the state of the network resource [42]. C/M also includes line
management software, which controls the channel power level in the network.

3.3 Single Vendor Lightpath: Setup Steps

This section illustrates the lightpath setup process over a single vendor scenario.
It sheds light on the challenges faced when automating the same process over a
multi-vendor scenario, which includes the alien wavelength use case.

3.3.1 Before System Installation

During this step, each link is designed to support full capacity, and/or maximum
transmission reach. So, during the link design step, amplifiers are selected to
support the target capacity and their gain is tuned to compensate the fiber’s
loss. Moreover, optimum optical power is computed to avoid excessive nonlinear
effects [36], see section 3.2.3.

Optimizing the channel power in a single vendor scenario is done by the vendor
itself, as all equipment parameters are known by the vendor, and the performance
of WDM system is guaranteed by the vendor.

On the contrary, optimizing the channel power in a multi-vendor scenario is
complex compared to the single vendor case, since each equipment might be sup-
plied by a different vendor. In this case, optimizing the power of channels has to
be done by the network operator as the performance of the whole WDM network is
not guaranteed by any vendor. Moreover network operator cannot rely on vendors’
link design tool since: 1) they are proprietary software; 2) each tool has been devel-
oped to calculate the optimum power of channel based on vendors’ proper method
of calculation. Network operators in this case can only get pre-calculated opti-
cal parameters, such as OSN Ry, that represent aggregated impairments of the
whole link. The Pre-calculated optical parameters are not standardized, meaning
that each term of them may be calculated differently for each vendor. Under these
conditions, network operators have to invest more OPEX (i.e. “system design ex-
perts”) to manually optimize the channel power of their multi-vendor WDM links.
For that, automatically optimizing the channel power in a multi-vendor scenario
necessitates standardizing the optical parameters of WDM equipment. It also re-
quires an open method to exchange those parameters between WDM equipment
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and network controller. In Chapter 4 of this dissertation we proposed a method
to advertise those parameters.

3.3.2 Before Lightpath Setup

As C/M software (or control plane) is in charge of lightpath setup process, it must
be aware of the existing network topology, including the characteristics of each
equipment. For example, C/M may have optical power settings of amplifiers and
their gains.

3.3.3 Path computation:

Upon path setup request the C/M starts the provisioning process by requiring,
from a path computation unit, to compute and select a candidate path. This
computation depends on network topology, system design information, already
provisioned lightpaths and operator constraints such as any specific link/node
inclusion/exclusion. It is based on routing and wavelength assignment functions
and physical feasibility estimation.

In a single vendor scenario, the path computation process is done using vendor’s
tools (planning tool, NMS, control plane, etc.). These tools also take into account
the physical feasibility estimation of the path, and the best transponder’s model
and/or configuration can be selected to fit the optimized value of P,.

The main condition upon this estimation is to get a transponder which has a
minimum OSNR value, i.e. a “minimum sensitivity of the transponder” OSN R, ,.;._Tsp
that is lower than the SN Ry;,., which refers to the estimated value of the signal
to noise ratio at the receiver side.

SNRline Z OSNRmin—TSP (39)

Traditionally, the path feasibility step was a part of the system design since only
fixed data-rate transponders, see section 3.2.1, were available. Those transponders
provide only fixed configuration so they can be selected during the system design
step based on network operator demands. Nowadays and in order to support
BVTs, which can be configured to fit network operator needs, see section 3.2.1,
the path feasibility step is separated from the system design step. And it became
a part of the path computation process, see section 5.3.3. But it is still done using
the vendor’s tools. These tools are vendor specific, so it can’t be used to compute
a path in a multi-vendor scenario. Moreover, the required optical parameters to
compute the path and estimate the feasibility of the path are:

e Proprietary parameters such as, baud rate and bandwidth, max optical
power, wavelength range and OSNR,,;,_rsp, that vendors don’t publish
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them, till the moment.

e Each vendor is calculating the values of those parameters in a different way,
since there is no standardized definition or a common agreement between
vendors for the meaning behind each term of the optical parameters.

For example, a possible way for validating the feasibility of the path requires the
baud rate of the transponder in addition to OSN R,,,;,—1sp on the one hand and the
SN Rjine on the other hand. Both values are mandatory to estimate the feasibility
of the path at least for the alien wavelength use case, while estimating the feasibility
of the path in other multi-vendor scenarios requires re-calculating SN Ry;,. using
the raw optical parameters of WDM line equipment. It also requires publishing a
bunch of transponder’s optical parameters such as bit rate, OSN R,,.;,,_1sp, baud
rate and bandwidth, max optical power and wavelength range. Chapter 5 of this
dissertation details the path computation process developed during this work.

3.3.4 Path Configuration

The C/M may delegate path configuration tasks to the control plane. This con-
figuration can be made either in a centralized manner using protocols such as
NETCONTF [43] or OpenFlow [44],or SNMP [45] or in a distributed manner using
signaling protocols such as the GMPLS RSVP-TE protocol [46]. If all goes well,
then the lightpath is set up and becomes ready to carry the intended data-flow.

3.3.5 Monitoring

Once the lightpath is set up and active, the C/M monitors it to maintain a certain
level of performance. To this end, several kinds of optical parameters such as
optical power can be measured at various points along the path. Furthermore,
thanks to digital signal processing technologies, useful physical parameters such
as SNR or BER can be monitored at transponder side.

3.4 Alien Wavelengths: Challenges and Classifica-
tions

Section 3.3 illustrated the required steps to setup a lightpath when the WDM line
equipment is being purchased form one vendor (“single vendor scenario”). Sec-
tion 3.3 also presented the main challenges faced to set up a lightpath if the WDM
line equipment was purchased from several vendors (“multi-vendor scenario”).
The current section focuses on a special case of the multi-vendor scenario, called
an alien wavelength use case, when only the transponders are being purchased from
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one vendor, whereas the remainder of WDM line is supplied by another different
vendor. Multi-vendor scenarios have been classified based on alien wavelength use
case in section 3.4.2 since this use case can be considered as the simplest among
the multi-vendor scenarios.

The alien wavelength concept asserts that a third party wavelength provided
by any vendor (e.g. vendor 'B’) can be set up over a WDM line that is purchased
from a different vendor (e.g. vendor "A’), as shown in figure 3.7.

ST-SL scenario
Classical alien

Vendor B Vendor B
Figure 3.7: Single-vendor Transponder - Single-vendor Line (ST-SL) scenario, i.e.
classical alien scenario. The color code is used to differentiate between vendors’
equipment.

3.4.1 Alien Wavelength Challenges

Alien wavelengths have been successfully demonstrated several times [47, 48, 49,
50]. Yet, alien wavelength deployment is still facing the following challenges:

e At the physical level: the alien wavelength sent from a “vendor B” transpon-
der across a “vendor A“ network must not interrupt native signals, nor be af-
fected by them; to this end, several data plane parameters (e.g. a guard band
between alien and native wavelengths, Forward Error Correction (FEC) for-
mat, modulation format, symbol rate, Optical Signal to Noise Ratio (OSNR),
optical power, etc.) must be tightly configured before setup and well mon-
itored afterwards [51]. Without the automation of the former tasks alien
wavelength would be so complex scenario to achieve in the real field. Au-
tomating these tasks is considered under the control and management level.

e At the control and management levels:
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When deploying an alien wavelength, the provisioning process becomes more
sophisticated. Indeed, most of the cited demonstrations were manually es-
tablished as a result of the concerted efforts from different specialties.

Checking if the transponder is capable of handling the connection over the
selected path requires:

— A deep understanding of the third-party transponder profile [52] (e.g.
bit rate, FEC coding gain, optical power, receiver sensitivity etc);

— It must take into account the characteristics (physical impairments) of
the path (e.g. the overall OSNR of the path);

— Additionally, signal regeneration, as an option to use, is limited to the
availability of the same type (vendor) of transponders (located at the
required regenration point "node") over the candidate path.

A simple analogy can be useful to understand the complexity behind the alien
wavelength lightpath setup from the control and management point of view. Let
us imagine a trade that has to be done between two persons who do not speak the
same language, both living in a different continent. Having a way of communication
(such as Internet or telephone line) is essential to achieve the trade, but it is not
enough since both persons are speaking different languages. To communicate they
need either a translator or a common language to exchange the information. Yet if
one of them is using different definition of the characteristics for required product,
that is enough to fail the trade. So to achieve a successful transaction between
them, both of them must have:

e A communication channel between each other;
e A common language to communicate correctly;

e A common agreement among the meaning of the terms that describe the
products they want to talk about.

In the same way to overcome the alien wavelength deployment challenges, com-
munication between the line and the alien transponders are needed to make them
aware of each other [53]. Using this communication, the C/M level of the line could
be made capable of detecting the third party transponders and identify them as
a connected equipment. Moreover, a common agreement among vendors has to
be made to describe both the communication attributes, the "common language",
and the information to be exchanged, the "common terms". Several approaches
have been proposed in section 3.7 to provide common communication attributes.
In chapter 4 of this dissertation, we propose a method to advertise the required
optical parameters.
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Table 3.1: Four main possible alien scenarios

WDM line type

| A | ALB
Transponder C-C ‘ ST-SL scenario ‘ ST-ML scenario
type C-D ‘ MT-SL scenario ‘ MT-ML scenario

3.4.2 Alien Classifications

The deployment of alien wavelengths depends mainly on the level of interoper-
ability supported by vendors. For example, mixing between transponders and/or
WDM line from different vendors can be categorized into four possible alien sce-
narios, as shown in table 3.1, where each letter (A, B, C and D) in the table refers
to a different vendor.

e ST-SL: Single-vendor Transponder - Single-vendor Line scenario. In this

scenario, all WDM line equipment are from the same vendor, except for the
alien transponders, coming from a single other vendor, as shown in figure 3.7.
Most published scientific work on the alien concept has focused on this simple
scenario. As it is the a reasonable next step targeted by the market, our work
focuses mainly on the ST-SL scenario as well. To deploy it, interoperability
issues on the data plane have to be addressed. For example, alien the signal
might not be well aligned on the wavelength grid, or the optical power at the
input of the network might not be at a suitable level. Other interoperability
issues from control and management point of view have to be handled too.
For example, the existence of the third party transponders must be somehow
included in the network topology.

ST-ML: Single-vendor Transponder - Multi-vendor Line scenario. In this
scenario, the WDM line is composed of several separated WDM “sub-networks”
and all of them are managed by the same operator. Each “sub-network”
equipment might be provided by a different vendor (for example, as shown
in figure 3.8, vendors A and C), whereas third-party transponders (alien
wavelength end points) are supplied by yet another vendor (for example
vendor B). In comparison to the ST-SL scenario, more issues have to be
handled due to the variety in vendor sourcing. For example, the task of
wavelength alignment over the grid is different from one vendor to another,
which means several different alignment tasks for one network. From the
control/management point of view, the lightpath setup process might be
delegated to one “sub-network” controller, or alternately each sub-network
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controller might compute and set up a part (sub-path) of the selected (end-
to-end) total path.

ST-ML
scenario

Vendor B Vendor C Vendor B

Figure 3.8: Single-vendor Transponder - Multi-vendor Line (ST-ML) scenario.
The color code is used to differentiate between vendors’ equipment. The transpon-
ders here must be provided by the same vendor to be compatible (e.g. use the same
proprietary FEC).

e MT-SL: Multi-vendor Transponder - Single-vendor Line scenario. The WDM
line is composed of equipment provided by a single vendor, unlike the transpon-
ders which are each provided by a different vendor as shown in figure 3.9.
In addition to control/management challenges (as in the first scenario), data
plane interoperability (including FEC) is required to integrate an optical
signal using the given scenario.

e MT-ML: Multi-vendor Transponder Multi-vendor Line scenario, where each
piece of equipment (transponder, ROADM, amplifier, controller) might come
from a different vendor, see figure 3.10. The last two scenarios can be seen
as advanced steps of the first two.

3.5 Interoperability-related initiatives

Throughout the years, several transponder separation initiatives, such as the alien
wavelength use case, have emerged. The main goal of all initiatives was to create
a common agreement between vendors upon interworking specifications, some of
them applicable to transponders, either in the form of a standard, or common
projects. Starting with the standards, the International Telecommunication Union
(ITU)’s "Black Link" specifies operational ranges for data-plane interoperability
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MT SL scenario

Vendor C

Vendor B E

Figure 3.9: Multi-vendor Transponders - Single-vendor Line (MT-SL) scenario.
An open and standardized FEC' is used by the deployed multi-vendor transponders.

between different vendors transponders and amplified WDM lines [25, 54, 55]. The
“black link” initiative can be classified as an MT-SL scenario, see section 3.4.2.
The Internet Engineering Task Force (IETF)’s Generalized MultiProtocol Label
Switching (GMPLS) set of standard specifies control plane protocols [46]. GMPLS
protocols provide tools for interoperability: for example for service provisioning or
for network topology discovery.

In addition to standards organizations, recent initiatives have also started to
enhance the openness and interoperability: Open ROADM [56], OpenDaylight
(ODL) [57] and Telecom Infra Project (TIP) [58] are examples of these initiatives
driven by operators, suppliers, developers, integrators, and start-ups to split the
traditional network deployment approach. Their goal is to provide a certain level
of interoperability and/or openness on WDM equipment (from the software and /or
hardware point of view).

This section highlights most of these initiatives, including their interests for
and their capability to progress the interoperability and the openness over the
transport optical networks. At the end of this section we try, from a macroscopic
view, to compare between those initiatives.

3.5.1 IETF’s work
GMPLS protocols

IETF GMPLS set of standards specify control plane protocols [46]. GMPLS proto-
cols provide tools for interoperability: for example, for service provisioning func-
tions, the RSVP-TE protocol provides a standardized communication between
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!<—----->

Vendor C

Figure 3.10: Multi-vendor Transponder - Multi-vendor Line (MT-ML) scenario
which can be considered as a far-end goal of applying interoperability and openness.
It is the opposite of single vendor scenario, see Section 3.2

WDM equipment even if each network element is supplied by a different vendor.
The OSPF-TE protocol provides also a standardized method to share the topology
of the network [59]. Several efforts have been made to define an information model
to support Impairment-Aware (IA) Routing and Wavelength Assignment (RWA)
functionality [60] .

IETF GMPLS protocols have reached a mature state that permits, sometimes
with some enhancements, to improve interoperability over the optical transport
network, such as the alien wavelength use case. That fact encouraged us to rely
on GMPLS RSVP-TE and OSPF-TE protocols in our proposed approaches, see
section 3.7.5. In chapter 4, we propose several “updates’, based on submitted
internet drafts or RFCs, to GMPLS RSVP-TE and OSPF-TE protocols that ease
the alien wavelength lightpath setup process.

YANG model

The configuration of network devices is normally done using either Command
Line Interface (CLI) [61] or Simple Network Management Protocol (SNMP) [45].
Most of the time, that direct communication is even hidden behind vendor-specific
management tools. Automating the configuration of the network devices in an
interoperable environment by using the previous ways faces some issues:

e first, CLI input and output are different from vendor to another, and that
requires a unique parsing logic for each vendor. Moreover any CLI update,
which either concerns its structure and/ or syntax, requires an exhaustive
modification for all deployed configuration scripts.
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e Second SNMP is not an efficient and effective means for performing many
network management functions (e.g., configuration) in such an interoperable
environment [62] (scalability issues).

Easing the management of an interoperable environment requires a program-
matic configuration interface and necessitates the ability to automate the configu-
ration process for both devices and services. IETF has proposed to use NETCONF
to overcome that challenge [63, 43]. NETCONF is a standardized protocol that
can be used to automate the configuration of network devices and services.

YANG is a data modeling language that describes the required configuration
"or state" of a network device in a standardized way. YANG models are developed
by vendors and standards bodies, such as IETF, to specify interfaces. YANG
enables to produce convertible models to any encoding formats such as JavaScript
Object Notation (JSON) [64] or Extensible Markup Language (XML) [65] formats.

NETCONTF is the protocol that delivers and performs the desired configurations
(state) that has to be described using YANG model. NETCONF can be seen as
the handler which might install, modify or delete configuration for certain device
or service over the network. NETCONF operations are performed via a Remote
Procedure Call (RPC) [66] layer using XML or JSON encoding. NETCONF is
developed to be able to support any data model.

3.5.2 OpenConfig

To automate the configuration of network devices and services, an informal initia-
tive called OpenConfig, initiated by Google, was created in 2014 to form a working
group of large-scale network operators including communication service providers
and Web-scale service providers [67]. OpenConfig main goal is to develop vendor-
neutral data models that can be used to automate configuration and operational
state of network equipment.

OpenConfig is using the YANG data modeling language to define the data
models [68]. OpenConfig’s objective is similar to IETF’s data models, though the
work is progressed within a narrower community (no vendor). Some of OpenCon-
fig contributors justified their interest in the OpenConfig project since the IETF
effort in providing data models used to be originally too slow. For others, the
IETF models have not quite met their needs [67]. However, OpenConfig contribu-
tors expect that OpenConfig output will aid standardization efforts - based on its
reflection of real operational networks.
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3.5.3 OpenROADM

As mentioned in section 3.2, Current optical networks are built with a single ven-
dor, each piece of WDM equipment, including ROADMSs, are proprietary systems
built by each vendor with proprietary software. Integrating network equipment
supplied from different vendors is difficult and time consuming since those pieces
of equipment have not been made to inter-work in an interoperable environment.
Moreover, modern WDM equipment is flexible and configurable, see section 3.2.2
and section 3.2.1, configuring those in a multi-vendor network is even more com-
plex due to the lack of common interfaces among them. To ease that task, a
Multi-Source Agreement (MSA) [69] has been made between several network op-
erators and optical network vendors to initiate the OpenROADM MSA project [56]
that aims to create an interoperable specifications for WDM equipment (hardware
and software). OpenROADM hardware specifications provide a description for
system components and their guideline values, such as the electrical and optical
interfaces. OpenROADM’s specifications for software provides a specific defini-
tion of the exchanged parameters and orders. These OpenROADM specifications
are introduced in the form of data models. NETCONF /YANG is adopted in this
agreement as well [70]. Deploying OpenROADM specifications allows network
operators to rapidly integrate third party WDM equipment in their systems and
easily provision its services.

3.5.4 Telecom Infra project (TIP)

TIP is a project founded by Facebook in 2016, gathering a group of vendors and
network operators that aims to develop the global telecom network infrastructure
towards more openness and interoperability. Many useful sub-projects have been
created under the TIP’s umbrella such as the Open Optical & Packet Transport
(OOPT), an interoperable transport architecture project. OOPT goal is to accel-
erate innovation in optical and IP networks and ultimately help operators provide
better connectivity for communities all around the world. For example, OOPT
designed an open model for a disaggregated optical switch and an open specifica-
tion for packet/optical transponder|71]. OOPT has also developed an open-source
vendor-agnostic tool used to estimate the optical feasiblity of a path or to optimize
the design of optical networks |72].
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Figure 3.11: Expletory diagram shows the capability of each project to apply inter-
operability over the transport network

We tried in this section to highlight on most of the initiatives that are currently
working to apply openness and interoperability on optical transport networks.
Many other working groups, researchers, and organizations are sharing the main
strategic goals, such as the authors in [73| in which they presented and tested the
performance of their open design of modular, flexgrid, colorless and directionless
ROADM, including the optical hardware, electronics, software, and interfaces.
One might say that applying interoperability is straightforward thanks to the
efforts in all of these projects. Yet none of precedent proposed projects and ini-
tiatives, such as OpenRoadm see section 3.5.3, has provided communication pro-
tocols “interfaces” and/ or data models that fit all the requirements, as shown in
figure 3.11. For example, Openconfig data model, see section 3.5.2 has no de-
scription of the network topology. In other words we don’t have a single project in
which we can get a comprehensive solution to apply interoperability over the whole
sectors over the network, including equipment and services. On the contrary, these
initiatives can complement each other. Yet applying interoperability requires more
common work and contributions from all parties (vendors and network operators).
The next sections of this chapter analyzes the main proposed approaches, either in
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literature or by our team, to automate the alien wavelength use case in the ST-SL
scenario, see section 3.4.2. Most of these approaches were based on one or a mix
of the precedent initiatives, see section 3.5. Even though the alien use case does
not necessarily reflect network operators’ long term goals, it can yet be considered
as a milestone, or a feasible short-term solution, towards open and interoperable
optical network. Section 3.6 covers the main challenges that automating the alien
wavelength use case faces from a physical level point of view, whereas section 3.7
covers the alien challenges from control and management level point of view.

3.6 Alien approaches: Physical Level

In this section we highlight the main demonstrated techniques in the literature to
overcome alien physical challenges.

3.6.1 40G /100G Coherent Alien on 10G Compensated Sys-
tems

Several trials aimed to deploy high datarate technologies (such as 40G PM-QPSK
or 100G DP-QPSK) over legacy 10G WDM lines. For example [53],[74] tried
to inject a 40G PM-QPSK signal along with other 10G NRZ OOK native sig-
nals. However, mixing different modulation technologies (OOK with DP-QPSK)
adds additional constraints on the physical layer because it requires guard bands
between these two types of channels. This drawback may mitigate some of the
expected benefits for introducing the alien: the associated increased spectral effi-
ciency and fiber capacity depend on the spectral occupation of the native channels.
In any case these trials show that adding QPSK modulated channels to the legacy
WDM 10G NRZ OOK compensated lines is rather complex, as the NRZ OOK
technology presents nonlinear effects when it is being accompanied with DP-QPSK
signals.

3.6.2 100G and Beyond Bransponders on Coherent Uncom-
pensated Systems

Nowadays most vendors are using the same modulation format for coherent 100G
(DP-QPSK), which gets rid of the asymmetry effects related to QPSK and NRZ
OOK modulation formats mixing. Consequently, the reserved guard band between
native and alien channels can be minimized.

With recent transmission systems based on coherent detection, the main limit-
ing factors are the noise added by the optical amplifiers along the lightpath, which
are required to compensate fiber attenuation, and the fiber nonlinearity, which
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results in both individual signal distortion and crosstalk between separate WDM
channels. As a result, the optimum per-wavelength optical power is a trade-off
between amplifiers noise and nonlinear noise computed based on several physical
parameters (such as inline gain per span, modulation format, symbol rate), see
section 3.2.3. In the case of single vendor scenario, the transmission system has
been designed to fit with the transponders. Instead, in the alien scenario case,
the previously-computed optimum optical power settings for the line may not be
optimum for third party transponders. For that reason, sharing the values of some
physical parameters such as transponder baud rate is needed for path computation
and path setup process. Under those conditions an alien wavelength provisioning
is more of a challenge for the control and automation process than for the physical
level, whereas other interoperability scenarios, such as MT-SL or MT-ML scenar-
ios, have more physical challenges to solve. For example tuning the launch power
of the transponder, or handling the wavelength range for both transponders.

3.7 Alien approaches: Control/Management Level

In this section we analyze different approaches that focus on the control and man-
agement challenges of the alien concept. As explained in section 3.4.1, the main
challenge is to set up information exchange between the alien transponders and
the WDM line.

3.7.1 Translation Approach

[9]|75] manages to establish the intended communication over the management
plane, by using a mediation server between the third party equipment of vendor
B and the NMS software of vendor A via a separate conventional communication
channel, as shown in figure 3.12. This server translates the control/management
messages format from the NMS controller of vendor A into the format expected
by third party equipment of vendor B, and the other way around. During the
provisioning process, the path computation entity of vendor A exploits the trans-
lated control/management messages to build an adequate visibility of the current
network topology.

This translation approach is a workaround: it does not need compatible com-
munication with vendors’ equipment since the mediation server takes care of in-
terworking issues. However it has complexity and sustainability issues, as the
mediation server must handle compatibility with all possible combinations of ven-
dors. Furthermore, the translation approach requires adaptations whenever a new
vendor release or new equipment type is introduced.
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Figure 3.12: Simplified Description of the Translation Approach

3.7.2 SDN Controllers’ Cooperation

To overcome the complexity faced by the previous approach, authors of [52] cre-
ated a cooperation between SDN controllers of the WDM line and the alien equip-
ment, as shown in figure 3.13. This cooperation has been done using an XML-based
REST API |76] over the dedicated east-westbound channel.

In general, this approach requires a well-defined cooperation of SDN controllers.
This interworking needs a communication channel (the REST API in this example)
with a common data model and a well-identified repartition of control functions
such as path computation.

3.7.3 Open Line System (OLS)

Open Line Systems are WDM systems built to support alien wavelengths. An OLS
is defined as a managed system of amplifiers and ROADMs with active amplifier
gain and ROADM ports control. As a single vendor solution for the line system,
it is meant to provide an added value in line management in terms of performance
and line equalization. The term open refers to the interface between the OLS
ROADMs and alien transponders so that another vendor can be chosen for the
transponders, as shown in figure 3.14.
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Figure 3.13: Simplified Description of SDN Controllers’ Cooperation

OLS motivations

When deploying a new system, the line represents most of the first installed costs
but, over time, transponders represent the principal if not the only expense item
of WDM systems. As the speed of innovation of the line is slower than for
transponders, the life cycles of transponders and optical line would ideally be de-
coupled and addressed through separate supplier selection processes. That creates
a need for WDM line systems that are capable to support multiple generations of
transponders|77], which helps introducing new vendors and increases competition.
Moreover, the level of split proposed by the OLS approach allows to maintain
a single vendor expertise over the WDM line system, it is thus hoped that high
performance and added value services can still be offered.

Open Interface Requirements

The open interface at the OLS boundary is still a work in progress with no clear
market offering yet. The requirements are as follows:

e make the line system aware of the transponder capabilities and performances,
e.g. bit rate, min OSNR, baud rate and bandwidth, max optical power, and
wavelength range.

e automate the provisioning of the alien transponder and their parameter set-
tings like optical power level, wavelength tuning, modulation and baud rate
setting.
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Figure 3.14: Simplified Description of the Open Line System Approach

e calculate the path and expected link margins. This requires that the WDM
line quality of transmission estimator understands and models other vendors’
transponders.

e automate the line ROADM ports provisioning and optimize the line optical
power levels, so that alien transponders achieve their maximum performance
capability: nonlinear interference noise versus ASE noise must be carefully
balanced.

Opening the interface between line and alien transponders therefore requires a
two-way communication: 1) the transponder advertises its capabilities and type,
2) the line sends configuration parameters based on this advertisement. In this
scenario the intelligence and overall coordination are on the line side which leads to
use either the GMPLS-based approach as explained in subsection 3.7.5 or the SDN
controller-based approach, in which a common controller (e.g. of the WDM line)
manages both the line and the alien transponder. The exchange of the required
parameters relies on an open data model over a southbound controller interface
(such as NETCONF protocol or REST API). Current market proposals aim to-
wards NETCONF protocol based on a common Yang data model that is still to
be agreed upon to limit the vendor-specific configuration information. The IETF
and the Openconfig operators’ initiative [67| are already proposing models that
work in this direction.
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Figure 3.15: Simplified Description of the OpenROADM-based Approach

3.7.4 OpenROADM-based Approach

“OpenROADM” is an AT&T initiative started in 2016 with the target of an
SDN-enabled, multi-vendor, inter-operable and disaggregated optical network.

Consequently, alien wavelengths can be supported by an OpenROADM-based
controller only if all pieces of equipment adopts OpenROADM as optical specifi-
cations and configuration data models regardless of their vendors, as explained in
figure 3.15.

The TransportPCE (T-PCE) controller is an open-source project launched
by Orange based on OpenROADM data models. The project is in incubation life
cycle mode inside OpenDaylight. The T-PCE controller aims at offering a simple,
fast, user-friendly and automated way to manage paths traversing an OTN/WDM
network. Its basic functionalities include the creation, modification and deletion
of lightpath through a multi-vendor and OpenROADM-compliant infrastructure.

As shown in figure 3.16, the T-PCE controller exposes APIs, in order to:

e interconnect with a hierarchical controller or orchestrator (northbound APT),
e communicate with the optical transport devices (southbound API),

e rely on external applications that could bring additional features (OpenDay-
light bus).

REST APIs [76] are used as northbound APIs while, NETCONF [78] is used as
southbound APIs. APIs for other applications are either defined by OpenROADM
or specific to T-PCE.
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Figure 3.16: A Simplified Structure of the OpenROADM-based Approach

T-PCE has a modular structure. Its main modules are: 1) the service handler,
2) the topology manager, 3) the Path Computation Engine (PCE), 4) the renderer
and 5) the Optical Line Manager (OLM).

To establish a lightpath, the case of an alien wavelength is identical to the
“non-alien” one, as long as the transponder equipment is OpenROADM compliant.
The process is as follows. The service handler module receives the service creation
request via the northbound REST API and triggers a path computation task from
the PCE. The latter calculates the path according to the topology information
available in the ODL DataStore and sends back the result to the service handler.
The information related to the topology is updated by the topology manager mod-
ule thanks to the Link Layer Discovery Protocol and the NETCONF protocol. A
base algorithm is used for the path computation; the optical feasibility may be
assessed as part of this step, but the current version does not implement it. Once
a feasible path exists, the service handler requests the renderer to configure the
optical devices over the candidate path. Using the NETCONF interface, the ren-
derer sends requests to every concerned optical device to allocate and configure
the necessary resources for the path (ports, optical interface, - etc). The service
handler receives a notification from the renderer when the path is configured. It
then triggers the OLM that manages the WDM optical line by tuning the optical
powers along the path. During the life cycle of the path, the OLM sends alarms
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and warnings if design margins are exceeded or the physical line is degraded. Pe-
riodically, the service handler populates and refreshes the service list according to
the service status.

The clear benefit of the OpenROADM approach in the alien case is that it
defines a standard for the control and management of third party transponders as
long as they are OpenROADM compliant. But, the significant challenge faced by
this approach remains the readiness and the speed of vendors to adopt the initia-
tive and agree to join the OpenROADM Multi-Source Agreement (MSA).
The use of an open source framework for the controller offers opportunities for
operators to develop their own control application tailored to their needs. How-
ever, it raises new issues related to the integrator role and the operational impact
on the operator’s organization: the integration of multiple devices from different
vendors to form a single network is a significant change from the current turnkey
solutions.

3.7.5 RSVP-TE-based Approach

The previously presented approaches are only based on NMS or SDN controllers.
Distributed control plane protocols can also enable the alien control. Indeed, they
offer a standard and interoperable communication mean. In this sub-section we
present our approach based on the RSVP-TE GMPLS protocol.

As explained in section 3.7 a key issue for an automated alien provisioning is the
automatic negotiation of optical transmission parameters between the transponder
and the optical line. However, there is no consensus yet among actors on the set
of required parameters. As a result, optical parameters such as OSNR, optical
power, etc. are not yet standardized in the GMPLS protocol suite. In order to
solve this issue, we propose to rely on the operator to fill in the blanks.

As for the role repartition, we assume that the vendor providing the line is
the one that is in charge of all computations and wavelength assignment. With
this assumption, the optical line vendor only needs to know enough about the
transponders characteristics. This assumption makes sense because transponder
characteristics can be modeled through a few parameters [58|, which is less complex
than sharing a whole set of optical line parameters.

In order to get around the lack of standard parameters we propose to use
an operator-specific type to convey the transponder information: a mapping table
built by the operator records the correspondence between the operator type and the
parameters, all this tailored for the line vendor tool needs, as shown in figure 3.17.

Then we rely on the published RFC 7581 [79] standard and propose to define
a novel “alien” Optical Interface codepoint. At the alien side, the operator-specific
type is encoded in the Optical Interface Class field and encapsulated in the WSON
Hop Attribute Explicit Route Sub object defined in RFC 7570 [80]. Finally, the
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Figure 3.17: Simplified Description of the RSV P-TE-based Approach

Olclass field provides the line head ROADM with the operator type and enables
to resolve the Olclass (referred to as "Class" on figure 3.17) type into parameters
for path computation, feasibility, and optical parameters tuning.

This approach was implemented in our lab and the drawing in figure 3.18
shows a simplified process: the signaling starts at the vendor B (alien) equipment,
using the control/management ports connected to a common IP network (e.g.
management backbone). The control plane at vendor B side has no visibility upon
the vendor A optical network, although it has connectivity with the edge ROADMs
of vendor A line. Thus B initiates a signaling with an explicit route containing
a loose hop towards destination (al2) and the Olclass corresponding to the alien
transponder type (operator type = “azerty”). The edge ROADM receiving the
signaling messages computes the path towards destination al2 according to the
alien "azerty" type based on the corresponding table filled by the operator. Then
the signaling messages are processed as usual.

The main advantage of our RSVP-TE based approach is its use of standard pro-
tocols and clear role repartition. However, it can be cosidered as a workaround due
to the lack of standard optical parameters, since it is based on an additional effort
from the operator to build the corresponding table, possibly including transponder
testing.
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Figure 3.18: Alien Wavelength Lightpath Setup Steps Using the RSVP-TE-based
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each link. The same color code is used over RSVP-TE Path message’s info to
present its functionality

3.8 Approaches Comparison

This section analyzes the listed approaches with respect to the complexity of de-
ployment, cost, applicability to legacy equipment as well as level of openness and
interoperability, as shown in table 3.2. Note that Table 3.2 content is based not
exclusively on a review of published approaches; this is an elaboration of what
these approaches might be. A color scale has been used in the table to express the
intended meaning of each field: a bright color refers to an advantage; darker boxes
refer to perceived disadvantages. However, our ability to describe the advantages
and drawbacks remains subject to applicable pricing policies.
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Table 3.2: Comparison Between All Listed Approaches

Translation SDN controller Open OpenROADM
cooperation Line based RSVP-TE based approach
approach
approach System* approach

Automated
provisioning demonstrated demonstrated demonstrated demonstrated demonstrated

services
Automated
monitoring fault location: feasible;

and fault location monitoring: demonstrated
services

individual
negotation within
each vendor
to to create
the corresponding

Operational cost undefined yet

table
Applicable to legacy yes yes
interoperability and openness interoperable . Eﬁmnoﬁwgzm fully interoperable interoperable
and open with open interfaces and open and open

theoretically supported

vendor responsibility .
in case of failure undefined yet theoretically supported

Note: A box with a light color refers to an advantage, whereas box in deep colore refers to a perceived drawback. Some OLS
boxes are colored in grey because this approach is still in incubation state, thus it is hard to devise tangible pros and cons.
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3.8.1 Translation Approach

The major advantage of this approach is that it may be applied to legacy equip-
ment. The mediation server is expected to handle the communication with the
alien equipment so that the latter does not need any upgrade. But this means
that it must cope with any new version of vendor software when a novel alien
transponder is introduced. This might have an impact on operator organization
with novel software development team dedicated to mediation servers. The pre-
vious task might be less complex if vendors agree on some basic points to form a
specific driver for each one of them. However, relying on this “third party” medi-
ation for control and management cooperation does not promote interoperability
(i.e. capability to inter-work with other non-native devices in a standard way) or
even openness (i.e. publishing specifications and communication description) at
vendors’ side.

3.8.2 SDN Controllers Cooperation

As already explained, this approach mainly depends on a well-defined cooperation
of SDN controllers. Interworking relies on compatible communication mean and a
common data model that must be integrated by vendors in their control products.
The automated provisioning process also depends on a well-defined repartition
of roles. For example, it works differently if the path computation is handled
by the alien controller or by the line controller. This repartition of roles is also
expected to help identifying root causes of failures in case of default during the
lightpath commissioning for example, and to identify which element is responsible.
Standardization of communication channels, data models and role definition would
enhance the interoperability of the approach and overcome complexity issues when
using alien transponders from several vendors. However, this does not relieve the
drawback of having to purchase as many controllers as alien vendors. Open Line
Systems instead hold this promise.

3.8.3 Open Line System

OLS is a promising approach based on a compromise between operators’ needs for
interoperability and vendor’s added value in terms of performance. The concept
still being in its incubation period in the community, it is hard to devise tangible
pros and cons, only a set of requirements as listed in section 3.7.3.
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3.8.4 OpenROADM-based Approach

The OpenROADM-based approach is an open solution that supports all alien
scenarios, provided that the optical devices implement the OpenROADM data
models, regardless of their vendors. Upgrading the existing equipment to be an
OpenROADM-compliant is not straightforward but it is technically feasible, as
long as the equipment respect the specifications and the models that are defined
in the OpenROADM MSA. This is possible because OpenROADM data models
try to provide the most abstract and generic description of equipment without
being vendor specific or tightly coupled to a precise hardware architecture. Al-
though both "Black link" [25], [54] and OpenROADM initiatives address similar
scopes, OpenROADM has overcome the theoretical study to offer some practical
implementations.

The fact that equipment relies on common data models simplifies and saves
time during the commissioning/testing process in a large-scale network. This is
applicable for the alien wavelength deployment because the test templates can be
easily reused for equipment coming from different vendors. However, the adop-
tion of a disaggregated solution could lead to changing the business model and
the operational expertise in the transport network area. Indeed, if the controller
development and integration tasks are done by the operator, new IT skills should
be acquired and radical changes in the operator profession will occur. Otherwise,
the operator could mandate a third party to carry out these tasks. But in this
case, the operator has to control the entire development process in order to avoid
to get back to the current “black box” controller. In both cases, the equipment
manufacturer is no longer the guarantor of the end-to-end performance, but it is
the operator that bears the main responsibility.

3.8.5 RSVP-TE-based Approach

In table 3.2, the RSVP-TE-based approach is underlined because it is a protocol-
based solution and not an NMS- or SDN-based solution like the other approaches.
This approach is applicable to legacy WDM systems, assuming that upgrading to
GMPLS can be done through a software update. The RSVP-TE-based approach
is interoperable if implemented in compliance with the standard. It only focuses
on the lightpath provisioning and is not scoped to address all features such as
monitoring services (although it can help on fault location). The RSVP-TE can
be combined with any other approach, and indeed we mentioned it as a candidate
for OLS. Interestingly, both Translation- and RSVP-TE-based approaches use a
similar way to overcome vendor’s incompatibility: they rely on a mediation. The
former dedicates a mediation server to translate the protocol messages between
the equipment and the NMS, whereas the latter relies on a mediation from the
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operator to build a corresponding table to translate the transponder identifier
into usable parameters. This mediation (being a server or an expertise role) is a
drawback as it raises sustainability and complexity issues for the operator. For-
tunately, several link impairments (which form the previous corresponding table)
are currently under standardization procedure [6]. In fact, standardizing these im-
pairments eliminates the need for a corresponding table and opens the possibility
to include relevant optical parameters to the protocol.

3.8.6 Combinations

The comparison of these approaches shows that each of them has advantages. An
ideal approach should be applicable to legacy, easy to operate, open and interop-
erable. Since none of the approaches has all these capabilities, the combination of
two or more of the listed approaches could be an advantageous solution. Here, we
introduce a couple of examples.

First Example

Applying the RSVP-TE & OSPF-TE protocols under the SDN controllers cooper-
ation approach would ease the deployment of alien signals, as seen in figure 3.19.
Gathering network topology information can be assigned to OSPF-TE, whereas
path computation and path feasibility check tasks can be delegated to one of the
available SDN controllers, or to any other third party module (an open source or
commercial software). Then RSVP-TE handles the lightpath setup. Afterwards,
the controller of the alien transponder and the controller of the line can cooperate
together to monitor the performance of the signal. This cooperation is possible
in principle, as the communication between the controllers is in place, but that
is not enough: a common data-model and repartition of role are required here
to harmonize the authority and responsibility of each controller in case of a line
failure.

Second Example

One could combine the OLS WDM system along with RSVP-TE based approach,
as shown in figure 3.20. The provisioning services can be delegated to the RSVP-
TE signaling protocol: this ensures that third party transponders stay compliant
with a standard. Retrieving third party characteristics can be done using the
operator’s correspondance table. It is possible to benefit from third-party tools,
such as multivendor path computation module thanks to the open interfaces pro-
vided by the OLS controller, to overcome any limitation from the line controller.
Equipment state is monitored by the OLS controller to have correct information
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Figure 3.19: Alien Wavelength Lightpath Setup Steps Using a Combination of
RSVP-TE and SDN controller cooperation. Cooperation between SDN controllers
can be done using any common or standardized protocol (A REST API is used in
this example).
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Figure 3.20: Alien Wavelength Lightpath Setup Steps Using a Combination of
RSVP-TE and OLS

on service health and diagnosis, in case the service does not work as expected, and
make the solution operationally viable. Handling the line failure might be more
straightforward here as compared to the first example, since the OLS controller is
supposed to support third-party transponders.

Third Example

One could combine the OLS WDM system along with a third party OpenROADM-
compliant controller and/or transponders. Thanks to the open interfaces and the
OpenROADM MSA, path configuration tasks (from computation till monitoring)
can be assigned to the OLS controller.

In fact applying interoperability and openness promotes the re-partitioning of
various tasks such as path computation, monitoring, fault location, etc. over WDM
systems, which in turn opens up possibilities for many applicable combinations.
Knowing that the specifications of the best combination varies from one case to
another, each combination raises different questions concerning vendors’ and/or
operators’ responsibility in case of failure. Testing the stability of each combination
remains a challenge, too. For that reason, an extensive study of one or more of
these examples is going to be the subject of our future work.
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3.9 Conclusion

Network operators need interoperability and openness in order to speed up optical
network evolution and limit the cost of service. The alien wavelength concept opens
horizons towards an interoperable and open WDM environment. Currently alien
wavelength is feasible, but not easily deployable due to its manual setup process.
In this section, we studied and assessed the relevance of the proposed approaches
that automate this process. To do so, we classified possible alien scenarios, then
we presented most of the proposed approaches (including ours, namely RSVP-TE
and OpenROADM-based approaches) that automate the alien scenarios. As a re-
sult of comparing these approaches, we believe that most of the benefits will come
from combinations; thus we proposed some examples to emphasize the advantages
of mixing. Also we found that the ability to apply interoperability and openness
is the key factor to success. Non-interoperable approaches may be able to manage
a simple alien scenario, however these approaches may be hard and complex to
maintain in operation in the long term with successive generations of equipment:
the promise of true interoperability and easiness of deployment lies in a standard,
or at least open, solution. Finally, we mainly focused on classical transponders in
this section, but deploying alien wavelength using bandwidth-variable transpon-
ders [26] and Flex-Grid technology [15] remains an open question, as only few
trials are found in the literature concerning this case. Since these technologies
offer ultra-high data rates and an increase of fiber capacity within a competitive
transponder price, we expect that the alien concept should be even more interesting
in this context, while adding more challenges.

For that we proposed in chapter 4 a way to automate the lightpath setup
process of the alien wavelength when Bandwidth-Variable Transponders and Flex-
Grid technology are both deployed, using RSVP-TE signaling, see section 3.7.5.
This requires some enhancements to RSVP-TE and OSPF-TE which will be the
subject of our work in chapter 4.
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Chapter 4

Automatic Alien Transponder
Configuration using RSVP-TE
Signaling

4.1 Introduction

Equipment interoperability is an important lever to increase competitiveness in
price, quality and speed of delivery [8]. The introduction of third party transpon-
ders in a system, known as the “alien wavelength” concept, is a first step towards
interoperability. It would perfectly suits markets’ needs [81], as it can leverage the
existing network assets, without being tied to the installed system vendors, and
enables the introduction of the most advanced transponders’ features and capabil-
ities [82]. Alien wavelength use case becomes more interesting if it has been de-
ployed over elastic optical networks, in which BVT transponders and the flex-grid
technologies are integrated, since these technologies offer ultra-high data rates and
a large increase of fiber capacity within a competitive transponder price. For exam-
ple, BVT transponders offer a set of different configurations "operational modes"
which can be used to change the deployed capacity of the transponder to fit the
demand. Each operational mode refers to a different configuration of transpon-
der’s parameters such as, signal reach, optical power, baudrate and modulation
format. Currently, alien wavelengths are a reality, but not easily deployable due to
their manual setup process [83], see section 3.6, since automating optical service
provisioning independently from vendors’ implementation requires a common and
interoperable communication exchange between the third-party (alien) transpon-
ders and the optical line [83] . In chapter 3, most of the proposed approaches to
automate alien, either found in the literature or the ones that we develop, were
presented and analyzed. From an operator point of view, the required approach
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must be 1) applicable to legacy hardware, 2) easy to operate and 3) open and
interoperable. In this chapter, we focus on the RSVP-TE-based approach, one of
the solutions introduced in section 3.7.5 that presents these advantages. In this
chapter, we experimentally demonstrate an automated alien wavelength lightpath
setup process using the RSVP-TE-based approach, when both BVT transponders
and flex-grid technologies are supported. To arrive to that point, three different
use cases are discussed in this chapter: 1) Section 4.2 represents the first use case
when the alien lightpath is established using fixed data-rate “classical” transpon-
ders, and the lightpath is computed using the line vendor’s tools. 2) Section 4.3
represents the second use case when the alien lightpath is established using fixed
data-rate transponders as well, but the lightpath is computed using a path compu-
tation tool (developed by us) called “Path Computation Module” (PCM) and the
optical performance of the path is estimated using an open source vendor-agnostic
physical estimation tool called “Gaussian Noise model in Python” (GNPy). To
provide inputs to GNPy we propose, in section 4.3, to carry the set of required
link parameters over the OSPF-TE protocol. 3) Section 4.4 focuses on the required
modifications to enhance the second use case to support BVT transponders. Since
handling BVT transponders in the alien use-case requires identical transponders’
configurations at both ends of the lightpath, we propose a signaling method using
the RSVP-TE protocol to inform the end points about the selected transponder’s
configuration. Section 4.5 explains how we managed to implement our proposals
over a testbed. Section 4.6 demonstrates the testbed experiment using the third
use case.

4.2 RSVP-TE-Based Approach

Section 3.3 of chapter 3 illustrated the required steps to setup a lightpath when the
WDM system equipment is purchased form one vendor (“single vendor scenario”).
This section highlights the main challenges faced by automating the alien lightpath
setup process whith fixed data-rate transponders. It represents at the same time
our approach, previously proposed in chapter 3, to automate the alien lightpath
setup whith fixed data-rate transponders using the RSVP-TE protocol and the
line vendor’s path computation tool. Let us start with a simple alien wavelength
use case, as seen in Figure 4.1: a WDM network is composed of a pair of vendor
B’s fixed data-rate transponders (Ts & Td) connected to vendor A’s equipment
building the optical line as shown in figure 4.1. We want to setup a lightpath
from Ts towards Td. We assume that all alien challenges from the physical point
of view, see section 3.4.1 have been resolved. We assume also that vendor A is
in charge of all computations and wavelength assignments. Since vendor A only
needs to know enough about the transponders characteristics. This assumption
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makes sense because transponder characteristics can be modeled through a few
parameters [58|, which is less complex than sharing a whole set of optical line
parameters.

Alien lightpath cannot be established even if Ts and Td are physically connected
to the optical line, since the vendor A either doesn’t detect Ts and Td in its network
topology. Solving this issue can be achieved by using a common and standardized
communication between the third party transponders (Ts and Td in our case) and
the optical line. In the RSVP-TE-based approach, see section 3.7.5, we proposed
to use a distributed control plane relying on GMPLS signaling which supports the
required standardized communication as seen in figure 4.2. In that way, Ts and
Td can be combined to the network topology of vendor A as “transponders” with
an unknown type. Yet the path computation tool of vendor A cannot estimate
the optical performance “physical feasibility” of the path since it does not have the
required optical parameters of Ts and Td, such as OSNR,,;,—rsp, optical power
and baudrate, as explained in section 3.3 of chapter 3. These parameters are
usually not standardized, meaning that they may have been calculated differently
by each vendor. For example the calculation of the optical parameter named “X” by
vendor A differs from vendor B, as shown in figure 4.1. So even if vendor A knows
that optical parameters of Ts and Td, the physical feasibility estimation of the path
might not be correct. For that it is important to standardize those parameters and
the way that they are calculated. Currently the IETF CCAMP working group
officially works on defining an information model to support Impairment-Aware
(IA) Routing and Wavelength Assignment (RWA) functionality [60] as well as a
Yang data model for impairment-aware optical topology (draft-ietf-ccamp-optical-
impairment-topology-yang). This chapter reflects Orange Labs vision and support
towards the precedent standardization’s process, in which Orange labs is officially
contributing in. Meanwhile and in order to get around the lack of parameters in
interface’s standards we assumed that the operator acts as a mediator between
the two vendors’ equipment: the operator creates a mapping table to provide the
required optical parameters of vendor B’s transponders, as shown in figure 4.2.
The operator-specific type is conveyed in the RSVP-TE signaling message sent by
Ts using the Optical Interface Class object (encapsulated in the Hop Attribute
Explicit Route Sub-object) |79, 80]. Using this OIC identifier, received by the
ingress ROADM of the line, combined with the mapping table, vendor A ’s tool
can compute the path and correctly estimate the associated optical performance.
Then the configuration of the equipment along the alien lightpath starts based on
the path details.
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1-For vendor’s A controller: Ts & Td UNKOWN devices X
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Td= Tsp destination

Vendor B Vendor A Vendor B

Figure 4.1: Challenges faced by automating the alien lightpath setup process from
the control and management point of view

4.3 RSVP-TE-Based Approach Combined
with GNPy

In the previous use case, see section 4.2, we proposed to delegate the path compu-
tation process and the associated physical feasibility estimation to vendor A ’s path
computation tools, see figure 4.2. Vendors’ tools are proprietary, so they might
not be designed to support multi-vendor scenarios, such as the alien wavelength.
That encouraged us to develop our own Path Computation Module (PCM), see
chapter 5 to figure out the requirement that have to be covered during an alien
lightpath computation process. Moreover, estimating the physical feasibility of the
alien lightpath using vendors’ tools might not lead to a correct result in all cases,
due to the differences between vendors’ way of estimating the physical feasibility.
For that, and in order to push towards interoperability and openness over optical
transport networks, we propose in this use case to rely on the GNPy open-source
module to estimate the feasibility of the alien lightpath. GNPy was initiated in
2017 and has the objective of building route planning and optimization tools for
multi-vendor optical networks. It can be used to validate the optical performance
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Figure 4.2: Simplified description of the RSV P-TE-based approach using the Op-
erator’s mapping table with fixed data-rate transponders. The signaling relies on
the RSVP-TE protocol and the path is computed using vendor’s tools.

of a certain path. GNPy is a community effort participated in by partners such as
Orange, Microsoft, Telia Carrier, Cisco, Juniper, Politecnico di Torino, Telefonica,
Ciena, Cesnet and Facebook [72] under the umbrella of TIP project [58|. The ac-
curacy of the underlying GN model was demonstrated several times, e.g. [84, 85].
GNPy requires input parameters for the optical layer including the network topol-
ogy and a set of equipment characteristics. The topology is described as a directed
graph. Each element in the network (fiber span, optical line amplifier, ROADM)
is listed with its parameters. For example, a fiber element (span) is listed with its
variety, length and loss coefficient, as well as input and output connector losses
among other parameters. Similarly, an amplifier element is listed with its variety,
operational gain and tilt. Variety-related parameters are detailed in a separate
library. In the context of our work, i.e. embedded control plane, the separation
of variety-related parameters and operational parameters is advantageous because
it reduces the amount of data to advertise, and allows to keep confidential the
detailed equipment specifications used in the network.

Yet there is no fully standardized or common way to automatically share or
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collect this information. In order to support GNPy efforts, we propose to carry
the optical information using the OSPF-TE protocol. The set of the elements
constituting an optical link are encoded as a numbered list of (ParamID , value).
ParamID corresponds to the optical parameter identified in the GNPy topology
file. An example of encoding for some parameters is provided in Tab 4.1.

In order to represent the whole set of elements constituting a link within the
OSPF protocol, the Optical Impairment Vector (OIV) object defined in [86] is
filled in with the list of optical parameters encoded in variable size sub-objects,
each of them representing a value for a given element. The elements are ordered
thanks to a new elemlID filled in the reserved field of the sub-object. Previous
proposals for the optical parameters rather represent the whole link through a few
aggregated values representing impairments such as the link OSNR [60]. In our
proposal, instead, each element (fibers, amplifiers;, ROADMSs) is listed with raw
values. This has several advantages:

e These values can easily be extracted from a typical operator database for the
fiber or vendors’ data sheets for the amplifier;

e They do not rely on vendor-specific processing or complex computation;

e They are common to any system so it should be easier to have them in a
standard.

Based on our proposal, OSPF-TE protocol updates the network topology with
the required raw optical parameters of each link’s building block. The operator’s
mapping table provides also the required optical parameters of the third party
transponders (Ts and Td). Using this information, from the optical line side and
the third-party transponders side, a path can be computed using the PCM and
then the performance of the end-to-end lightpath can be correctly estimated using
GNPy. Once the computed alien lightpath is validated, vendor A starts configuring
WDM equipment along the lightpath using the RSVP-TE signaling including the
path details. If the signaling goes well, the alien lightpath is installed in the data
plane and may start carrying traffic.

4.4 RSVP-TE-Based Approach including BVTs

This section focuses on the challenges faced during the signaling steps when BV'T
transponders are integrated to set up a lightpath. Based on the previous use case
in section 4.3, as seen in Figure 4.3: a WDM network is composed of a pair of
vendor B’s BVT transponders (Ts & Td) connected to a vendor A’s equipment
building the optical line. A distributed control plane relying on GMPLS signal-
ing is used to set up and configure lightpaths. We assume that the transponders’
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Table 4.1: Registry for Optical Parameters Encoding within OSPF

Parameter name ParamID Value
1 (= G.652),
Fiber variety 10
2 (= G.655), ...

IEEE Standard for
Fiber loss coef (dB/km) 11 Floating-Point

Arithmetic [IEEE 754]

Fiber length
(default length unit = m)

Fiber length
(length unit = km)

12 [IEEE 754]

13 IEEE 754]

| Fiber input_connector _loss (dB) | 14 | [IEEE 754] |
| Fiber output _connector _loss (dB) | 15 | [IEEE 754] |
| Fiber PMD (ps) |16 | [IEEE 754] |
1 (=medium gain) ,
EDFA variety 20
2 (=high gain), ...
| EDFA gain _target (dB) I [IEEE 754] |
| EDFA tilt _target |22 | [IEEE 754] |
ROADM loss (dB) 30 [IEEE 754]

parameters, such as baudrate and modulation format, may be tuned and this de-
fines an operating “transponder’s mode”. Selecting the right transponder’s mode
is a key factor to estimate the optical performance of the candidate path. This
process is challenging in the alien wavelength use-case as none of vendor A’s and
vendor B’s control planes has visibility upon the optical parameters of the other
vendor’s equipment. As we said before, we overcame that challenge in section 4.2
and section 4.3 "using RSVP-TE based approach" by assuming the operator’s role
of a mediator between the two vendors’ control parts, so the operator creates a
mapping table to provide to vendor A the required optical parameters of vendor
B’s transponders. Combined with a signaling message carrying the mode identi-
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Figure 4.3: Alien wavelength lightpath setup using the RSV P-TE-based approach
with BVTs. Vendors are defined by color code. Td (nor Ts) has no info about the
selected transponder’s type so the lightpath setup fails

fier, this enables vendor A’s control plane to compute the path, using PCM and
GNPy, and select an appropriate transponder’s mode. If path details, including
transponder’s mode, are not conveyed downstream to Td, then Td cannot be con-
figured correctly, as seen in figure 4.3, and the alien lighpath setup fails. Solving
this issue requires a method to provide Td with the right transponder’s mode that
has been selected at the ingress ROADM during the path computation process.
Moreover, vendor A’s optical line need to inform the upstream alien Transponder
Ts of the selected mode, so Ts can be configured properly, as shown in figure 4.4.

4.4.1 Proposal

We have to find a proper way to convey the selected transponder’s mode down-
stream to Td and upstream to Ts. We propose to convey the transponder’s mode
with the same method we used in section 4.2 to convey the transponder’s type
from Ts to the line. Thus, the transponder’s mode can be conveyed also in the
Optical Interface Class object, which is encapsulated in the Hop Attribute Explicit
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Route Sub-object |79, 80| carried within the RSVP-TE Path message. The same
method could be used to convey more detailed transponder’s configurations, such
as OSNR,i;n_Tsp, baudrate, modulation format, etc., downstream to Td: since
the size of Hop Attribute Explicit Route Sub-object is flexible, it allows us to add
additional information that describes the selected transponder’s mode in details.
Conveying transponder’s configurations would improve interoperability thanks to
explicit values, avoiding type-related modes which remain a hardware-specific iden-
tifier.

What is more, we have to convey the same tranponder’s mode information
upstream to correctly configure Ts. To fill in that gap, we looked for a predefined
object inside RSVP-TE messages to convey transponder’s mode upstream to T,
and found several options:

e Use the “Identifier” field in the wavelength label [87] for upstream towards
Ts in the Resv message; drawbacks: only 9 bits and not defined for this use
so it may already be used for its native purpose by some implementations;

e Perform a two-step signaling using crankback with the mode information
conveyed in the responding PathErr message; drawbacks: cumbersome (as-
sumes consistent crankback processing between line and transponder);

e Send a notification message with the transponder mode information from the
ingress ROADM (Node 1) to Ts; drawbacks: additional message to process
(on sending and receiving sides), and notification is not meant to have a
configuration role;

e Use the Record Route Object (RRO) [88] in the Resv message to convey
the same information upstream to Ts; drawback: RRO has an informative
purpose, it is usually not prescriptive.

To avoid changes to existing RSVP-TE standards, to minimize implementation
impact and to support future evolution (e.g. other transponders’ optical param-
eters) we opted for the last solution to carry transponder’s mode. So, to set up
an alien lightpath between Ts and Td using RSVP-TE signaling, as seen in Fig-
ure 4.5, all computation and wavelength assignment tasks are performed by vendor
A’s control plane at the ingress ROADM (Node 1):Ts sends a Path message with
a loose path, i.e. only Ts and Td end points and the transponders’ type. The
operator’s mapping table permits vendor A’s control plane to estimate the optical
path performance and select the appropriate transponder’s mode. Afterwards, a
complete path is included in the RSVP-TE Path message sent by Node 1, includ-
ing transponder’s type and mode to its downstream hop until the signaling reaches
Td. If the signaling is confirmed, based on our proposal, the control plane of Td
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Figure 4.4: Alien wavelength lightpath setup using the RSV P-TE-based approach
with BVTs; The transponder’s mode is not sent upstream to Ts and the lightpath
setup fails

includes its configured transponder’s type and mode within the RSVP-TE Resv
message. Once the control plane over Ts receives the resulting message from Node
1, it can configure its transponder based on the received transponder mode. Know-
ing that, the same method could be used to convey transponder’s configurations,
such as OSN R,;n_1sp, baudrate, modulation format, .etc, upstream to Ts: since
the size of Hop Attribute Record Route Sub-object is flexible, it allows us to add
additional information that describes the selected transponder’s mode in details.

The simplicity of this proposition makes it easily feasible, as we do not impose
any new structure to be added on standard protocols.

4.5 Implementation over The Testbed

We implemented our proposal in our lab on an experimental testbed including four
nodes and five bidirectional amplified links, as seen in Figure 4.6. A distributed
control manner has been selected in this testbed: each node is equipped with a local
controller composed of an implementation of OSPF-TE and RSVP-TE protocols.
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Figure 4.5: RSVP-TE Signaling Messages Workflow Based on our Proposal: the
transponder’s type and mode have been sent downstream to Td, in return vendor
A’s optical line has informed the upstream alien Transponder Ts of the selected
mode so the lightpath can be established

The topology is retrieved thanks to OSPF-TE, including the novel OIV im-
plemented as an extension of the open source FreeRange Routing (FRR) project
as seen in figure 4.7. We used the “netphony-network-protocols” opensource im-
plementation of the RSVP-TE protocol [89]. An extension is added to RSVP-TE
Netphony library to carry transponders configurations (type and mode) towards
both ends. A module is added to encode transponder’s type and mode in the Opti-
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Figure 4.6: This figure shows the structure of the controller modules and describes
our optical testbed with interface numbering
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cal Interface Class object. For the downstream case, the Optical Interface Class is
conveyed in the Hop Attribute as an Explicit Route sub-object, sent downstream
within the RSVP-TE Path message. For the upstream case, it is added in the Hop
Attribute as a Record Route sub-object, sent within the RSVP-TE Resv message.
Routing and Wavelength Assignment (RWA) is delegated to a Path Computation
Module PCM which is a block of code developed by us. The PCM is built to
support BVTs and flex-grid.

Now, let us focus on the workflow of the controller embedded in the ingress
ROADM. The RSVP-TE module receives the path request which contains the
source ID, the destination ID, the required path capacity and the operator’s pre-
ferred policy. Then the PCM is called to compute the path. Based on the local
representation of the network topology synchronized using OSPF-TE, the PCM
searches the shortest path candidates in terms number of hops. Then RWS searches
for available frequencies over the spectrum in a way that fits the operator’s pre-
ferred policy: for example, if the policy is set to “saving resources”, see chapter 5,
the PCM allocates continuous and contiguous wavelengths along the lightpath. At
the same time, the PCM selects a transponder’s mode among the available ones,
based on the transponder’s local library. After that, the PCM creates two GNPy
input files in a JSON format, see figure 4.6, which describe the path candidates,
and calls GNPy to estimate the optical performance of each path candidate. The
PCM then sorts the candidates based on GNPy estimation and the operator’s pre-
ferred policy in order to select one path. Finally an RSVP-TE Path message is
sent and resumes signaling, using the path details.

4.6 Demonstration

The control plane on transponder 8101 from Figure 4.5 begins a loose request for a
lightpath towards transponder 8301 with type #240. The control plane on Node B
receives that loose request and calls its PCM to compute the complete path. The
PCM uses the topology information populated thanks to the OSPF-TE module
that is running over each node. Afterwards the PCM calls GNPy to estimate
the feasibility of candidate paths for all modes supported by transponder type
#240, and then it selects a suitable mode based on the operator’s preferred policy
(such as saving resources, max OSNR margin, max baud rate, min baud rate, see
chapter 5). At the end of this computation, a path from 8101 to 8301 is selected
via 23 and 34 using mode #127. A Wireshark capture of the RSVP-TE signaling
in Node D (see Figure 4.8) shows that mode #127 has been selected on node B,
and carried to transponder 8301 in the OI Class field within the Hop Attribute
which is included in the ERO of the Path message. Another Wireshark capture
of the RSVP-TE signaling in Node B (see Figure 4.9) shows that mode #127 has
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been acknowledged by transponder 8301 and carried back to transponder 8101 in
the OI Class field within the Hop Attribute which is included in the RRO of the

Resv message.

4.7 Conclusion

The alien wavelength concept is a first step towards interoperability in WDM
networks. It would perfectly suits markets’ needs, as it can leverage the existing
network assets, without being tied to the installed system vendors.What is more, it
enables the introduction of the most advanced transponders’ features and capabili-
ties. Alien wavelength is reality but it is currently limited to manual deployements.
In a previous chapter 3, we proposed a solution, based on the RSVP-TE protocol,
to automate that process. That approach first solution did not take into account
the case when alien wavelength use case is deployed over elastic optical networks,
in which BVTs and the flex-grid technologies are integrated. With these technolo-
gies alien wavelength use case becomes more interesting, since they offer ultra-high
data rates and a large increase of fiber capacity within a competitive transponder
price. Automating alien wavelength lightpath setup using BVTs may add more
challenge, especially when it comes to lightpath optical performance estimation,
since 1) most of the optical parameters of WDM equipment, including the third-
party transponders’ optical parameters, are not standard yet; 2) current WDM
control plane implementations are not equipped to exchange these parameters be-
tween WDM equipment and their controller; 3) handling the alien wavelength
use-case when BVTs are deployed assumes pushing matching transponders’ con-
figurations (modulation format, baudrate, OSN R,,;n—7rsp etc.) at both ends of
lightpaths. In this chapter, we proposed to compute the path using our own Path
Computation Module. We also used a vendor-agnostic open-source tool and ex-
tended the OSPF-TE protocol with the required parameters to set up a lightpath
over optical nodes embedding BVTs. We developed as well a method to provide
both end transponders with the configuration selected at the edge node of the line,
by propagating the destination transponder’s configuration within signaling mes-
sages flying downstream and upstream. This simple scheme may be proposed as
an enhancement of the protocol. It also has the advantage of supporting multiple
loose paths in case of regeneration. Besides, it could convey more information,
for example related to spectral occupation (in case of non-symmetrical upstream
and downstream labels) or optical power information [90]. Section 5 focuses on
the structure and features of the Path Computation Module, developed by us to
handle the path computation process in a multi-vendor scenario such as the alien
wavelength use case.
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No. Time Source ¥ Destination Protocol Length Info

66.. 192.168.1.3 192.168.1.4 RSVP 414 PATH Message. SESSION: IPv4-LSP, Destina.
L 80..192.168.1.4 192.168.1.3 RSVP 158 RESV Message. SESSION: IPv4-LSP, Destina..

~ Resource ReserVation Protocol (RSVP): PATH Message. SESSION: IPv4-LSP, Destinatio
» RSVP Header. PATH Message.
» SESSION: IPv4-LSP, Destination 192.168.1.4, Short Call ID ©, Tunnel ID 1, EXt II
» HOP: IPv4 IF-ID. Control IPv4: 192.168.1.3. IPv4: 0.0.0.34.
» TIME VALUES: 10000 ms
vIEXPLICIT ROUTE: IPv4 0.0.0.34, Label|528386, Label 528386,
Length: 252
Object class: EXPLICIT ROUTE object (20)
C-Type: 1
» IPv4 Subobject - 0.0.0.34, Strict
» Label Subobject - 528386, Strict
» Label Subobject - 528386, Strict
» Label Subobject - 528386, Strict
» Label Subobject - 528386, Strict
Unknown subobject: 35

Hop

Hop attribute

0. .... = Hop: Strict Hop
Type 35 (Unknown)
Length: 44

» IPv4 Subobject - 0.0.0.23, Strict
» Label Subobject - 528386, Strict
v Label Subobject - 528386, Strict
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0130 00 24 00 G0 0O A8 OO A0 0O 3d 20 60 00 0O 00 A1
0140 00 10 00 00 00 03 00 60 00 ff 00 7f 00 fO OO 00

Figure 4.8: Received Signaling (RSVP-TE Path) Message on Node D, with
transponder type 240 (=0xf0) towards interface 8301 (=“0.0.32.109” in dot-decimal
notation)
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No. Time Source Destination Protoco Length Info

— 7. 192.168.1.2 192.168.1.3 RS.. 310 PATH Message. SESSION: IPv4-LSP, Destin.
2. 192.168.1.3 192.168.1.2 RS.. 158 RESV Message. SESSION: IPv4-LSP, Destin.

Frame 74659: 158 bytes on wire (1264 bits), 158 bytes captured (1264 bits) on in
Ethernet II, Src: Dell b7:55:37 (bc:30:5b:b7:55:37), Dst: Dell b7:6f:e3 (bc:30:E
Internet Protocol Version 4, Src: 192.168.1.3, Dst: 192.168.1.2

Resource ReserVation Protocol (RSVP): RESV Message. SESSION: IPv4-LSP, Destinati
» RSVP Header. RESV Message.

» SESSION: IPv4-LSP, Destination 192.168.1.4, Short Call ID ®, Tunnel ID 1, EXt
» HOP: IPv4 IF-ID. Control IPv4: 192.168.1.3. IPv4: 0.0.0.32.

» TIME VALUES: 10000 ms
»
»

{4 v v -

STYLE: Fixed Filter (10)
LABEL: Generalized: 0x2200fff6

RD_ROUTE: 1PV4 0.0.32.109,

Length: 56

object class: RECORD ROUTE object (21) Hop
C-Type: 1

vﬁPv4 Subobject - 0.0.32.109 _ J
Type: 1 (IPv4)
Length: 8
IPv4 hop: 0.0.32.109
Prefix length: 32
» Flags: 0Ox00
uUnknown subobiect: 35
®... .... = Hop: Strict Hop
Type: 35 (Unknown)
Length: 44

Hop attribute]

0040 01 03 G0 00 OO 00 GO 01 00 08 00 OO GO0 20 f/0 B8  +«srxrne aunn ..
0050 05 01 00 00 27 10 00 08 08 01 00 OO 00 Ogyoeo 08 serelees saeeanen
0060 10 82 22 00 ff f6 00 38 15 01 01 ) 23tn000f 339903
0070 20 00 P& 00 GO0 04 00 28 00 601 GO 24 00 00 QH#, - (8-
0080 3d 20 GA 00 OO AA 01 @0 10 GO CONEA- - - - - SRR
0090 - E W aaooan

Tsp Mode Ol Class :

Figure 4.9: Received Signaling (RSVP-TE Resv) Message on Node B, with
transponder mode 127 (=0x7f) and type 240 (=0xf0) and remote transponders’
parameters selected at interface 8301 (=“0.0.32.109” in dot-decimal notation)
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Chapter 5
Path Computation Module (PCM)

In transport optical networks, automating the service provisioning independently
from vendors’ implementation is a challenging task, since the performance esti-
mation for optical paths requires optical parameters which are not standardly
advertised. We proposed in chapter 4 a standard-compliant method to advertise
and transport the required parameters. The fact that the existing computation
tools remain tied to vendor know-how encourages us to build our own Path Com-
putation Module. That enables us to test and validate the methods we propose
to apply interoperability and openness over elastic optical networks. Conveying
data between source and destination requires finding a suitable path which can be
subject to a set of constraints, such as disjunction, price and quality of service.
In addition, the architecture of the installed optical nodes, "whether they support
OEO conversion or not " |28, 15|, changes the utilized transport mode which
affects the path computation process as well. Moreover, BVTs transponders and
\or flex-grid technology change the way we compute the path compared to fixed
rate / fixed grid. In this chapter we show the work done to develop such a path
computation module. In addition to the previous points we added a constraint
related to the integration in the Orange testbed: the module should be

e Upgradable and language independent: To ease the integration of PCM in
different platforms, PCM is equipped with clear interfaces using well defined
data models, such as the IETF data model [91], using JSON input output
files to ease any future upgrades.

e Supporting BVTs and flex-grid technology

In section 5.1 we illustrate the new technology that forms the elastic optical
networks which affects the way we compute a path in an optical network. Section
5.2 presents how PCM computation process can differ based on the execution
scenario. Section 5.3 describes the main structure of the PCM module in addition
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to the selected algorithms. Section 5.4 explains PCM’s input/ output files, it also
illustrates the reasons behind the choices we made during this chapter.

5.1 From Fixed- to Flex-grid

WDM technology is used to multiplex a number of optical carrier signals into a
single optical fiber by using different (colored) wavelengths [92] as seen in 2.2.
Today’s most of WDM systems use the fixed grid technology of 50 GHz channel
spacing to organize the spectrum allocation, as seen in figure 5.1. The number of
channels per fiber depends on the vendor’s system. The 50 GHz channel spacing
of fixed-grid prevents from deploying high data-rate demands over a single channel
such as 200 Gb/s based on 64 Gbauds and higher. Moreover, for low data-rate
demands that could fit into a narrower slot, such as 40 Gb/s or lower, non-used
spectrum cannot be allocated and that affects the overall spectral efficiency of the
fiber [93], as illustrated in figure 5.1. Flexible grid technology enables channels
spacing different from the fixed grid and enables to mix different spacing’s, so
that channels with baudrate higher than 40 Gbauds can be supported by the
transmission system. It also enables the grouping of channels on a given lightpath,
and this is called a super-channel. This flexible management of spectrum has been
proved to increase the overall fiber capacity [94]. Deploying flex-grid technology
with Bandwidth Variable Transponders (BVTs), also called elastic transponders,
forms what is called “Elastic Optical Networks” [26]. With these, allocating the
required capacity can be optimized upon each request, since BV'Ts support multiple
bit rates (e.g., from 10 Gb/s to 400 Gb/s and beyond), see chapter 2. By tuning
BV'Ts’ parameters, such as baud-rate and modulation format the transponder can
adapt to the path constraint such as reach or spectrum availability. This tuning
defines an operating transponder’s mode which plays a major role during the
path computation process, see section 5.3.3. To organize the spectrum allocation
over both the flex-grid and fixed-grid at the same time, ITU recommendation
G.694.1 [15] divided C and L bands into finer frequency slots as follows:
First: the allowed frequency slots have a nominal central frequency (in THz)
defined by:
193.1 + n x 0.00625 (5.1)

Where ‘n’ is a positive or negative integer including 0 and 0.00625 is the nominal
central frequency granularity in THz.

Second: The full width of a frequency slot in a flexible grid is called a slot width
and defined by: 12.5 x m, where ‘m’ is a positive integer and 12.5 is the slot width
granularity in GHz. Meaning that the WDM flex-grid has a frequency granularity
of 6.25 GHz (width of a half slot) and a minimum slot width of 12.5 GHz when
'm’ =1, as shown in 5.1 and table 5.1.
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Third: any combination of frequency slots is allowed as long as no channels
overlap.

Actually the spectral efficiency of the fiber, using flex-grid and BVTs, is much
higher when high data-rate demand is served over a single channel [93]. For ex-
ample, to handle a demand of 400 Gb/s, assuming that the I'TU recommendation
G.694.1 [15] is applied to organize the spectrum allocation, several options are
possible based on the transponder’s modes represented on table 5.1:

e The 400 Gb/s traffic demand can be split into 4 sub-demands of 100 Gb/s,
using any inverse multiplexing techniques [95] then carried over 4 separate
transponders of 100 Gb/s using the Model (32 Gbaud DP-QPSK),see table
5.1. If Fixed-grid technology is deployed then each transponder requires 4
slots making the total allocation of the demand equals to:
4slots—per—transponder X 4t7‘ansponde7‘s = 16510ts~ That means 200 GHz. Alterna-
tively, if flex-grid is deployed then a super-channel with 4 100 Gb/s channels
spaced by 37.5 GHz can be fitted into 3 slots each instead of 4, plus 1 slot
guard band, so the 400 Gb/s demand can be fitted in 13 slots instead of 16
and that saves around 18% of optical spectrum.

e The 400 Gb/s traffic demand can be split into 2 sub-demands of 200 Gb/s ,
carried over 2 separated transponders of 200 Gb/s using Mode3 (45 Gbaud
DP-8QAM), see table 5.1. If flex-grid is deployed then the 400 Gb/s demand
can be fitted into 11 slots instead of 16and that saves around 31% of optical
spectrum.

e The 400 Gb/s traffic can be carried over 2 transponders of 200 Gb/s using
Mode2 (32 Gbaud DP-16QAM), or over one transponder of 400 Gb/s (with-
out splitting) using Mode4 (64 Gbaud DP-16QAM), as shown in table 5.1.
Both modes can carry the traffic of 400 Gb/s demand using 7 slots, and
that saves around 59% of optical spectrum.

In this example, we do not consider performance, however the modes’ performance
is not the same [2] and the price per 100Gbit /s neither, so that choosing a mode
is not only based on the spectral efficiency. To summarize: flex grid enables
to optimize spectral occupation of channels, so it is possible to save spectrum
by packing more channels in less optical bandwidth, yet large spectrum savings
come when high BVTs baudrate (>44 Gbauds) are deployed. High baudrates are
feasible using flex-grid ROADMSs unlike fixed-grid ROADMSs, since its conventional
50 GHz filters cannot pass high baudrates such as 64 Gbaud. However, optimizing
the spectrum allocation over the flex-grid mandates allocating light-path’s channel
based on contiguous slots, which adds more constraints during the routing and slot
assignments phase, see section 5.3.2.
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It is good to know that the 50 GHz channel spacing is represented in the
ITU recommendation G.694.1 [15] using the same nominal central frequency and
slot width parameters for the flexible WDM grid. That allows managing the
spectrum allocation of a network composed of Flex-grid ROADMSs even if one or
few fixed-grid ROADMs were still installed. Knowing that this mix limits the
overall flexibility of the spectrum allocation, since as we explained previously that
the efficiency of the fiber link increases when high data rate are deployed yet high
data rates requires higher baudrates that cannot fit into the conventional filtering
of fixed grid ROADMs. On the contrary a Fixed-grid ROADMs’ network cannot
operate if Flex-grid ROADMs were installed with Flex-grid spectrum management.

In general, optical network’s efficiency is related first to the installed network
equipment and to the network’s planning as well. However, deploying BVTs and
flex-grid technology permits the network operator to optimize their network re-
sources in a flexible way, based on each demand. For that, the way the operator
plans its network gives a frame to the benefit it can expect from flex-grid and
BVTs. For example, the possible savings depend on the deployed infrastructure,
and on network operator’s priorities in terms of deployment. All these constraints
define the network operator’s “preferred policies” during the path computation
process. We have identified, in this chapter, several interesting policies:

e Highest capacity: might be useful if the operator concern is to obtain the
highest capacity on its fiber. It may add cost (preferring regeneration or
highest capacity modes of transponders) in the short term, but may be ben-
eficial in the long term in it can delay investment due to fiber spectrum
exhaustion;

e Saving resources: is similar to the previous one except that only the spectrum
is considered. So high spectral efficiency may be preferred, but if two modes
are equivalent then the selection may not be the highest capacity one.

e Minimum baudrate: Normally we increase the modulation format level in or-
der to increase the spectral efficiency, yet that increases the signal sensitivity
towards transmission’s impairments. In other words the higher the format
level (within for a given baudrate) we use, the higher spectral efficiency we
get but also the shorter reach we have [96, 2|.

e Maximum baudrate: is similar to “Highest capacity” except that when two
modes are satisfying the path demand equivalently, in terms of the provided
data-rate, then PCM selects the transponder’s mode that offers the highest
baudrate.

e min OSNR margin: the margin here refers to the difference between SN Ry ;pe
and the OSNR,.;,_7sp, see equation 5.5. Selecting a transponder’s mode
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Table 5.1: Example of several transponders’ modes and its configurable optical
parameters [2]

2.66 bit/s/Hz | 5.33 bit/s/Hz | 3.20 bit/s/Hz | 5.33 bit/s/Hz | 2.66 bit/s/Hz |
32x 1072 | 31x1072 | 29x1072 | 10x1072 | 12x1072

Spectral Efficiency

FEC Threshold

OSNRmin—TSP (1n 0.1 nm)
@ FEC Threshold

‘ Transponder’s mode Model ‘ Mode2 ‘ Mode3 ‘ Mode4 ‘ Mode5 ‘
‘ Modulation format DP-QPSK ‘ DP-16QAM ‘ DP-8QAM ‘ DP-16QAM ‘ DP-QPSK ‘
‘ BaudRate 32 Gbaud ‘ 32 Gbaud ‘ 45 Gbaud ‘ 64 Gbaud ‘ 64 Gbaud ‘
\ BitRate 100G | 200G | 200G | 400G | = 200G |
\ Spectral Slot 375 GHz | 375GHz | 625GHz | 75GHz | 75GHz |
| |
|

|

|
|
|
|
|
NumberOfSlots ‘m’ ‘ 3 ‘ 3 ‘ 5 ‘ 6 ‘ 6
|
|

10.3 dB ‘ 18.2 dB ‘ 16.8 dB ‘ 25.6 dB ‘ 14.8 dB ‘

that fits the demand’s requirements and minimize the OSNR margin may
allow to save optical resource for future demands (eg optical power [90]).

e max OSNR margin: unlike the previous policy, the goal here is to find a
transponder’s mode that maximizes the OSNR margin.

5.2 PCM Execution Scenarios

As explained above, one of our objectives with the Path Computation Module is to
test and validate the methods we proposed, to apply interoperability and openness
over elastic optical networks. To cover that, PCM requires fixing some essential
entry parameters during the PCM call. These parameters are:

“SourcelD": refers to the ID of the required source node;
e "DestinationID": refers to the ID of the required destination node’;
e "Transponder’s type”: to select the required Transponder’s type;

¢ Required Nominal Central Frequency (RNCF): refers to the minimum
allowed nominal central frequency, see section 5.1. This parameter permits
network operators to organize the spectrum allocation process. It can be
used for example if the spectrum is shared with another third party network
operator.

e Required Number of Slots(RNS): which refers to the required channel
width, in terms of number of slots as explained in section 5.1;
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DP-QPSK DP-16QAM
32 Gbaud 32 Gbaud
100Gb/s 200Gb/s
37,5 GHz 37,5 GHz
. Mode 1
50 GHz ITU fixed grid
A% DP-3QAM DP-16QAM
45 Gbaud 64 Gbaud
200Gb/s 400Gb/s
162,5 GHz /5 GHz
Mode 3
‘ . DP-QPSK
12.5 GHz ITU flex grid 64 Gbaud
200Gb/s
75 GHz
Mode 5

Figure 5.1: Fixed-vs Flex—grid granularity representation, for more information
concerning the transponders’ modes see table 5.1

e Bitrate: The required bitrate value can be fixed during PCM call as well.

e Policy: The preferred network operator’s policy can be selected during the
PCM call. The available policies are: “Highest capacity”, “Saving resources”,
“Max baudrate”, “Min baudrate”, “Min OSNR margin” and “Max OSNR mar-
gin”, see section 5.1. We selected max OSNR margin as a default policy if the
network operator’s preferred policy has not been specified at request time.

The first three entry parameters are mandatory to make a PCM call. PCM call
requires also determining either bitrate value or RNS value. For that, PCM exe-
cution process differs based on its combinations of entry parameters. The current
version of PCM offers three different execution scenarios:

e First execution scenario: PCM can be called to compute the path for given
, “SourcelD”; “DestinationID”, “Transponder’s type”, ‘RNCF’ and ‘RNS’ val-
ues. Then transponder’s mode “configurations” selection such as bitrate,
modulation format, baud-rate and other values is subject to the path com-
putation process and based on the network operator preferred policy (which
is set to “max OSNR margin” by default if it is not specified at request
time). For example if the preferred policy is set to “saving resources”’, then
all transponder’s modes that requires a channel width, per number of slots,
bigger than the given RNS value will be excluded. Unlike the case when the
preferred policy is set to “highest capacity” then all transponder’s modes that
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need a channel width, per number of slots, smaller than the given RNS value
will be excluded. This scenario might be useful in organizing the spectrum al-
location between demands. For example the certain range of fiber spectrum
is dedicated to specific service, client, or to a 3rd party network operator
that rents some parts of network. It also permits to test the performance of
certain slots over the spectrum.

e Second execution scenario: RNCF is not specified , similarly to previous
execution scenario PCM can be called by fixing the "SourceID", "Destina-
tionID", "Transponder’s type" and ‘RNS’ (see 5.1). Based on that, PCM
selects the nominal central frequency ‘n’ depending on the spectrum’s avail-
ability. Then selecting the transponder’s mode is based on the network oper-
ator preferred policy as well. This scenario might be useful for test purposes.
It also can be useful to network traffic engineering phase. If the preferred
policy is set to “Max baudrate” then all transponder’s modes that require a
channel width, per number of slots, bigger than the given RNS value will be
excluded. Then PCM will select the transponder’s mode that requires the
highest baudrate value upon the remainder transponder’s modes.

e Third execution scenario: by fixing the "SourcelD", "DestinationID", "Transpon-

der’s type" and “Bitrate” (both ‘RNCF’ and ‘RNS’ are not specified ). Select-
ing the remaining values, including the transponder’s mode, are subject to
the path computation process and based on the network operator preferred
policy as well. For example if the preferred policy is set to “min OSNR mar-
gin” then the selected transponder’s mode will be the one that maximizes the
OSNR margin and provides a bitrate bigger or equal to the required bitrate
value.

5.3 PCM main structure

PCM software’s structure is divided into three main blocks based on their func-
tional objectives as seen below.

5.3.1 Shortest Path Selection

The shortest path problem is the problem of finding a path between two nodes
over a network such that the sum of the cost of its constituent edges is minimized
[97]. The cost may represent several parameters such as the physical distance,
price, latency, quality of service, or refer to a mix of them.

Finding the shortest path can be treated by three different techniques [98, 99]:
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Resource availability check

- _ . 000q1111
Continuity & contiguity 00001111

constraints 00001111

00001111
00001111 Contiguous but
OEO conversion 11110000 not continuous

00000000

11000011
o 11000011 Continuous but
Splitting 11000011 not contiguous

Continuous & contiguous

11000011

Figure 5.2: Three different ways are illustrated to allocate the slots over flex-grid.
Ones / zeros coding represent available /reserved frequency slots

e Fixed routing: The same path will be chosen, typically the shortest one,
each time we ask for a path between a source-destination pair of nodes.
Dijkstra’s algorithm with distance as the metric is the main example of the
fixed routing approach.

e Fixed-alternate routing: Instead of computing only one path the al-
gorithm creates a list of shortest paths between a source-destination. K-
shortest path algorithm, is an example of fixed-alternate routing [100].

e Adaptive routing: The shortest path for a source-destination pair of nodes
is computed based on the current configuration of all links over the network.
An example of this technique is the least-congested routing algorithm, which
selects the path that offers the most available wavelengths per link [101].

Selecting shortest path in terms of number of hops or distance is important,
but it is not enough, as the availability of the optical spectrum has to be taken
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into account. The optical feasibility has to be verified as well. In order to ease
the task, “Adaptive routing” technique has not been adopted for the current phase
since the routing and slot Assignments’ (RSA) constraints add more complexity to
the algorithm. The Fixed-alternate routing technique has been adopted instead,
by implementing the k-shortest path algorithm, which provides a list of shortest
paths. Each computed path of this list is going to be a “candidate path” during
the next two phases, in which the previous list will be sorted several times to select
the best path based on request requirements. To sort the previous list till one path
is selected.

5.3.2 Resource availability check

Shortest paths’ candidates have been selected during the previous phase. After-
wards, the availability of the "frequency slots" along the path has to be verified
for each candidate. In fixed-grid conventional networks, network’s operators pre-
fer to carry the traffic over the same "continuous channel" along the lightpath
to avoid costly signal regeneration over one of the intermediates nodes. During
the path selection process, in some cases and due to the un-availability of the re-
quired wavelength at a certain hop, continuity constraint cannot be respected and
wavelength conversion is mandatory, or the path has to be excluded and another
candidate has to be found. Spectrum allocation over the flex-grid has the same
continuity constraint and also mandates allocating lightpath’s channel based on
contiguous slots. Several algorithms have been proposed in literature to optimize
the spectrum allocation when flex-grid is applied [94] [102]. Generally, allocating
slots for a particular demand in this phase might end in three different ways as
shown in figure 5.2:

e The best scenario relies on allocating continuous and contiguous slots along
the whole light-path, as shown in figure 5.2;

e OEO conversion [103] can be used as well to change the central frequency
if some slots are not available over certain hops. Yet changing the central
frequency of a lightpath to save spectrum for another demands, versus al-
locating some extra spectrum in order to avoid a costly OEO conversion is
tied to the network operator’s policy [104];

e Splitting the traffic demand might help to enhance spectral efficiency. Inverse
multiplexing may be applied to the traffic demand to be distributed over
several sub-demands in such a way that the scattered blocks of slots [105]
can fit in the available spectrum along the path. When the traffic demand
(in terms of data rate) cannot be handled by a single transponder, splitting
becomes mandatory, see figure 5.2.
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Shortest path Selection

/ List of Path candidates /

For each path do the following

3rd execution scenario: has to be
treated either using the
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in section 5.3.2

- — >

1st execution Scenario:
"RNCF" & "RNS" are
specified at request time

Which
scenario?

v

Find free continous & contigous
block of 'm' =RNS slots for all hops
Provided that: conditions 5.2 & 5.3 are
justified

2nd execution scenario: "RNS"
is specified at request time

FInd free continous & contigous
block of 'm'=RNS free slots for all hops
'm' value must justify only the condition 5.2

Ignore the previous

No selected free
slots and

search again
for all hops

A

Found?

End of
spectrum?

Search for 'm'=RNS contigous
block of slots hop by hop
OEO conversion is allowed [€

Y

Add the allocated
slots to path details

End of
spectrum?

End Path is dropped!
n try another path

Figure 5.3: Searching for an available slots over spectrum



5.3. PCM MAIN STRUCTURE 85

To simplify the path computation process in the PCM and support flexibility
at the same time, splitting is not supported in the current version of PCM since it
requires visibility over the IP layer or OTN layer and considered as a "multi-layer-
based path computation" where demand can be split into sub-demands [94]. The
focus of this study is on control plane issues, we used a simple algorithm, as seen
in figure 5.3, that searches for the first continuous and contiguous available blocks
of slots over the light-path hops, in which the traffic demand can fit. Current
version of PCM assumes that OEO conversion is possible over each node, so the
lightpath can be converted into another central frequency at certain node if needed.
This capability has not yet been used since the current implementation of GMPLS
signaling services over our testbed doesn’t support the OEO conversion yet. To
cover the three possible execution scenarios, as explained in section 5.2, three
possible processes have been created as follows:

e To serve the first execution scenario: when ‘RNCF’ & ‘RNS’ are specified
at request time, 1)the algorithm seeks over the lightpath’s hops for a free
contiguous and continuous frequency block of ‘m’ slots that is bigger or equals
to the required number of slots(RNS).

‘m’ > RN S (5.2)
Provided that its nominal central frequency ‘n’:

¢ /
> BNCE £ (5.3)
2
as shown in figure 5.3. 2) In case of mismatch over one hop, then the previ-
ous free contiguous and continuous ‘m’ slots will be ignored and the seeking
process carries on over the remaining free spectrum slots using the same con-
ditions. 3)If no free contiguous and continuous slots with the width ‘m’ are
found, then continuity becomes secondary condition and the seeking process
will be restarted to get the first contiguous group of ‘m’ slots over the first
hop, provided that it satisfies the previous conditions 5.2 and 5.3. 4)Next
hop will be verified to get the same width using previous conditions. 5) If
the selected contiguous group of ‘m’ slots is not available, OEO conversion
can be applied if another free contiguous group of ‘m’ slots is available under
the same conditions. 6)The same process has to be repeated for each hop.
7)Then the ‘m’ selected slots and the OEO conversion’s position(if any) have
to be recorded over the detailed path info. 8)If the algorithm fails to find an
available block of slots compatible with the path requirements over a certain
hop then the given path candidate is dropped.
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e Serving the second execution scenario, when only ‘RNS’ is fixed, is simpler
than the previous scenario since matching and selection process is not limited
to a required nominal central frequency ‘RNCF. simply find ‘m’ contiguous
and continuous slots that satisfy only the first condition 5.2. Or this is not
possible then, redo the same previous steps that is used to serve the first ex-
ecution scenario starting from step number 2 by excluding the condition 5.3.

e Serving third execution scenario, when bitrate is specified , is a bit different
since neither ‘RNS’ nor ‘RNCEF’ are specified by user at request time. Based
on the catalog of transponders’ file, see section 5.4, which provides infor-
mation concerning the specification of transponder’s mode, the algorithm
creates a list of available modes which offer bitrates bigger or equal to the
required bitrate per path demand. This list has to be sorted based on the
network operator’s preferred policy. Best transponder’s mode, in terms of
bitrate value, that satisfies the path demand, will be selected from the list.
Then the algorithm can recover the required number of slots (RNS) value
from the mode’s attributes. By using the ‘RNS’ value, same process of the
case "If only ‘RNS’ is specified " can be applied to allocate resources. Ver-
ifying the availability of spectrum using the value of ‘RNS’ helps to discard
transponders’ modes that require channel widths which are not currently
available over the spectrum. The algorithm records the selected transpon-
der’s mode in order to use it during the next phase "feasibility check".

5.3.3 Feasibility Check

Propagation through the WDM system is subject to impairments that limit the
evolution of the transmission systems towards longer distances and higher bit rates.
Several techniques have been created to compensate these impairments [106]| or
to overcome them [35|. In the system design phase every physical link between
two adjacent ROADMSs is designed to support full capacity, and/ or maximum
transmission load, see chapter 3. Yet the optical performance of each ligthpath
has to be estimated before setting up a lightpath in order to insure that the selected
transponder’s mode is capable to operate with the given lightpath.

In other words, the path feasibility phase should estimate the SNR ., and Q
margins for each demand, which is based on the system design results and subject
to the transponder’s configuration "transponder’s mode". Estimating the feasibil-
ity of the path in an inter-operable scenario, such as the alien wavelength use-case
[83], is subject to several optical parameters that remain vendor dependent. To
overcome that issue, two different solutions are proposed:

e Using pre-calculated values: [107] proposed to represent the whole link
through a few pre-calculated values representing aggregated impairments
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such as the OSN Ry;,.. The OSNR of a ligthpath can be computed with the
sum of the inverse of the OSNR of each link, see equation 5.4, this parameter
may be used to represent lightpath feasibility.

1

l=x 1
I=0 OSNRLink

OSNRLine =

(5.4)

Where x is the maximum number of links per lightpath. However it does
not contain non-linear contributions. We can extend this representation to
the SNR since in [36]it was proved that (under certain conditions cited in
the paper) the SNR of a whole path can be deduced from the SNR of each
of its links. Then feasibility of a given path can be calculated as follows:

SNRline 2 OSNRminfTSP (55>

where SN Ry;,. can be estimated at the receiver side and the OSN R,,.;n—1sp
value refers to the minimum accepted OSNR value of a signal that can be
successfully detected by the transponder at the receiver’s side. However,
the equation 5.5 might not lead to a correct estimation in all cases due the
differences in calculations between vendors. For this reason we introduce the
second way.

e Using raw values: To avoid any ambiguity that could come from the
SN Ry computation, we proposed in [108] to estimate the SN Ry;,. based
on raw values that can be easily extracted from a typical operator database
for fibers, or vendors’ data sheets for amplifiers. With this method, we do
not rely on vendor-specific processing. In this work, this estimation is made
using a vendor agnostic optical estimation tool called GNPy. Non-linearity
of the line is handled by GNPy as well, see chapter 4.

In both cases, the estimation between SN Rj;,. and OSN R, ,;._1sp, as shown in
equation 5.5 is mandatory to finalize this phase. So for each candidate path,
we search for any transponder’s mode that achieves the feasibility condition of
the equation (5.5) using the given catalog of transponders file, see section 5.4.
Accepted modes are added to a list of feasible paths which can be sorted in different
ways based on the selected execution scenario and the network operator’s preferred
policy.

If ‘RNS’ is specified , the “second execution scenario”: the previous list of fea-
sible paths must drop transponder’s modes that requires a channel width, per
number of slots, larger than the value of ‘RNS’. All accepted transponders’” modes
in the list will be sorted in a descending/ or ascending order based on the net-
work operator’s preferred policy. Fixing the nominal central frequency ‘RNCF’ at
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request time, i.e. the “first execution scenario”, will not affect the path feasibility
estimation phase.

If bitrate value is fixed at request time, i.e. in the “third execution scenario”,
the transponder’s modes list is already created for this case during the resources
availability check, see section 5.3.2. The previous same sorting process for both
first and second execution scenarios will be applied on the list, based on the network
operator’s preferred policy.

The network operator’s preferred policy plays a major role at this stage. For
example if the preferred policy is set to maximize the margin between SN Ry,
and OSNR,in—7sp (i.e. "max OSNR margin" policy), the transponders’ list is
sorted in a descending order and based on OSNR,,;,_rsp value for each mode,
then the first transponder’s mode of the list is selected. On the contrary the same
list will be sorted in an ascending order if the preferred policy is "min OSNR
margin". Transponder’s mode selection might be based on baud-rate whether to
maximize or to minimize this value. As a reminder, “max OSNR margin” is being
selected as a default policy if the network operator’s preferred policy has not been
specified by the user. The good point in PCM structure is that, a group of shortest
path candidates is already selected during the shortest path selection phase, see
section 5.3.1, since finding a shortest path is a basic or a default policy for network
operators. Then the preferred policy is applied afterwards either during the second
phase “resource availability check”; see section 5.3.2, or even during the third phase
"Feasibility check” based on the chosen execution scenario. That manner of work
makes the process faster than the case if the preferred policy has to be treated
during the shortest path selection phase, since the challenge here is to be fast but
flexible to operator constraints. It is in general a must-have from operators to be
free to choose custom policies for the selection of paths.

5.4 Inputs and Outputs Files

5.4.1 Network topology.json

Network topology.json is an input JSON file that gives a full description of each
element of the network including the current spectrum availability of the link and
the required optical parameters of each equipment (fiber, amplifier) which are used
to estimate the optical feasibility of the path. Practically, network topology.json
consists of linked-list of objects where each object represents a link of the network.
Each link is a linked-list itself that contains

e The spectrum availability (available spectrum slots)

e The link building block (ordered list of span of fiber, and amplifiers) in the
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form of objects holding descriptive information concerning its type, technical
parameters and local ID;

e The list of connections that represent the way the previous elements are
connected to each other;

5.4.2 Catalog of transponders.json

This input JSON file contains information concerning all available transponders
types. Each transponder has one to several vendor-predefined operating modes (a
combination values of transponders’ configurable parameters, such as baud-rate,
modulation format, bitrate, baudrate, numberOfSlots ‘m’, FEC type, OSN R,in_1spP,
etc. This catalog is used to select an appropriate transponder’s mode based on
preferred policy during the optical feasibility estimation phase.

5.4.3 Selected-path.json

Similarly to the Network-topology.json file, selected-path.json is an output JSON
file that has a detailed description of the selected path. The path contains a list
of objects where each one refers to a link. A link is itself a list of objects that
contains:

e The Node ID of the ROADM from which the link begins, the allocated
spectrum to this connections using the required number of slots ‘m’ and the
central nominal frequency of the allocated channel ‘n’;

e The transponder’s type and mode will be stamped to link info in case
OEO conversion is required. The first and last link of the path include
the transponder’s mode.

e The link building blocks (span of fiber, ROADM, amplifiers and transpon-
der) in the form of objects each one of them holds descriptive information
concerning its type, technical parameters and local 1D;

e The list of connections that represents the way the previous elements are
connected to each other;
5.5 Conclusion

Applying interoperability and openness over transport optical networks faces sev-
eral challenges. Being tied to vendor’s tools is one of them. For example, path
computation tools are vendor specific, so estimating the optical performance of an
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alien lightpath using vendor’s tools is unlikely to give a proper result. In this work
we decided to develop a tool to understand the constraints facing network opera-
tors while computing the path over an interoperable network. In this chapter, we
presented our own Path Computation Module. It has been built to mainly test and
validate the methods we propose in order to apply interoperability and openness
over elastic optical networks. Deploying BVTs in addition to the flex-grid technol-
ogy permits network operators to optimize the utilization of network resource by
adapting the spectrum allocation and transponder’s configuration to the require-
ments of traffic demands. To ensure these technologies bear fruit, different network
operator’s policies have been proposed in this chapter. That created different pos-
sible profiles for each path during the path computation process. These policies
are useful to evaluate the performance of the computed paths from different point
of view.
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Chapter 6

Conclusion and Perspectives

Equipment interoperability is an important way to decrease the network cost as
well as increase the network capacity. The introduction of third-party transpon-
ders in a system, known as the “alien wavelength” concept, is a first step towards
operating fully open and interoperable optical transport networks. It perfectly
suits markets’ needs [81], as it can leverage the existing network assets, without
being tied to the installed system vendors, and enables the introduction of the
most advanced transponders’ features and capabilities [82]. The alien wavelength
use case becomes more interesting if it has been deployed over elastic optical net-
works, in which BVTs and the flex-grid technologies are integrated, since these
technologies offer ultra-high data rates with a competitive price. For example,
BVTs offer a set of different configurations ("operational modes") which can be
used to change the activated bitrate of the transponder to fit the demand. Each
operational mode refers to a different configuration of transponder’s parameters
such as signal reach, optical power, baudrate and modulation format. However,
the introduction of aliens in an operational networks requires that configuration
process are automated. Automating this process in today’s networks faces some
challenges:

1. First, automating optical service provisioning independently from vendors’
implementation requires a common and interoperable communication ex-
change between the third-party (alien) transponders and the optical line [83].
In chapter 3, most of the proposed approaches, either found in the literature
or the ones that we develop, were presented and analyzed. Each one of these
approaches has advantages and drawbacks. For example, an approach (e.g.
“Translation”) might be easy to implement for the moment, yet may not be
seen as a sustainable solution. On the contrary, some other approaches (e.g.,
RSVP-TE, OpenROADM) are developed under the umbrella of common or
standard initiatives that aim to apply interoperability and openness over op-
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tical transport networks. Others (e.g. OLS), were created by WDM systems’
vendors as a response to equipment interoperability demands. From an op-
erator’s point of view, the best approach has to meet some key criteria. As
result of the comparison we made among all proposed approaches, we figured
out that the combination between two or more approaches leads to better
results.

2. Second, some common modeling of the optical feasibility must be shared
between the optical line and the transponders. Since in the alien wave-
length use-case, neither the third-party transponders nor the optical line
have visibility upon the optical parameters of the other vendor’s equipment.
In chapter 4, we rely on an RSVP-TE based approach to handle the ser-
vice provisioning during the alien lightpath setup process. Since the IETF
RSVP-TE protocol has been built to mainly support the interoperability, it
is just a matter of a few enhancements from a technical point of view to use
the RSVP-TE protocol as a common and interoperable communication ex-
change between the third-party (alien) transponders and the optical line. To
overcome the visibility issue between control planes from both vendors upon
the optical parameters of the other vendor’s equipment, we assumed that the
operator plays the role of a mediator between the two vendors’ control parts:
the operator creates a mapping table to exchange, as an operator-defined
identifier, the required optical parameters between third-party transponders
and the WDM line. Alien lightpath computation is done using our own Path
Computation Module. To support interoperability and openness, we used
a vendor-agnostic open-source, called GNPy, estimate the physical perfor-
mance of the computed lightpat. Yet GNPy requires collecting row optical
parameters from all WDM line equipment. For that we extended the OSPF-
TE protocol with the required parameters.Yet, handling BVTs in the alien
wavelength use case requires identical transponders’ configurations ("mode")
at both ends of the lightpath. That necessitates a standardized method to
exchange the transponders configurations. To address that issue, we pro-
posed, in chapter 4, a method to inform the transponders at both ends with
the right configuration to use. This information is transmitted using the
RSVP-TE signaling messages, sent downstream over each hop to reach the
transponder at the destination end, and the messages sent upstream to reach
the transponder at the source end. The same method can be used in the fu-
ture to convey other required transponders’ information, such as the used
FEC type incase two different types of transponders are deployed to work
together. This method has been proposed to the IETF as an internet draft.

3. Third, computing the alien wavelength path requires having a vendor-agnostic
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6.1

path computation tool, since vendors’ tools are proprietary, so are not equipped
to deal with multi-vendor scenarios. Estimating the physical performance of
alien lightpaths might lead to incorrect values, since each vendor’s tool is
designed to calculate the physical performance differently. That encouraged
us to develop our own Path Computation Module (PCM), in chapter 5, this
module is built to support the interoperability, BVTs and flex-grid technol-
ogy. Different options, namely "network preferred policies", are added to the
PCM to permit network operators to compute the path in way that fits their
needs. For example, any path request can be computed differently whether
the network operator prefers to save more spectrums or to get the highest
possible lightpath capacity.

Assumptions and Future Perspectives

This dissertation focused on automating one interoperable scenario “alien
wavelength”, in which one pair of a vendor ‘A’ transponders have to operate
over an optical line provided by vendor ‘B’, see chapter 3. We didn’t work on
the case where two different types of transponders ( ex: one is provided by
vendor ‘A’; while the other is provided by another vendor such as ‘B’ or ‘C?)
are introduced to operate over an optical line provided by a vendor such as
‘A’ ‘B’ or ‘C’, and that is due to the lack of commercial transponders that
offer standardized FEC. Thanks to IETF black link project [109], the stan-
dardized “staircase FEC” [110] and the OpenROADM project [56], currently
several WDM vendors are offering 100G staircase FEC transponders. That
makes the scenario more doable, yet automating the alien lightpath using
two different transponders types at the same time is an important scenario
to achieve.

Optimizing the spectrum allocation by regenerating the signal at a certain
node over the path is a good method to decrease the service cost in some
cases, see chapter 2. For that, Chapter 5 presented how and when PCM
enables OEO conversion to optimize the spectrum allocation, yet handling
the OEO conversion from signaling point of view “control plane” has not
been tacked in this dissertation.

This dissertation focused on the challenges facing automating the alien light-
path setup process. However, in the case of failure, after the lightpath is
being setup, recovery mechanisms from both vendors might conflict, for that
organizing the monitoring functions and recovery mechanisms between ven-
dors in case of lightpath failure, is important.

95






Chapter 7

Contributions and Distinctions

Ph.D Contribution

1 The proposed approaches in this work has been implemented on a real
testbed in Orange labs. These approaches have been published in well-known
international conferences and journals, such as OFC, JOCN and ICTON. As
an approve to the quality, our work has been selected to gain the title of
"editors pick" of the JOCN proceeding of 2019.

2 Two main approaches of this work have been proposed as an IETF standard
drafts.

List of Pulications

1 Luay Alahdab, Esther Le Rouzic, Cédric Ware, Julien Meuric, Ahmed Triki,
Jean-Luc Augé, and Thierry Marcot. Alien wavelengths over optical trans-
port networks. IEEE/OSA Journal of Optical Communications and Net-
working, 10(11):878-888, 2018.

2 L Alahdab, E Le Rouzic, J Meuric, JL. Augé, C Ware, and K Ndiaye. Demon-
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and Exhibition (OFC), pages 1-3. IEEE, 2019.
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Title : Study of Solutions for Automatic Reconfiguration of Future Transport Networks Based on a Flexible

Optical Layer
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Abstract : Expanding the transport optical network
using equipment supplied from different vendors, or
what is called equipment interoperability, reduces the
network cost, increases the quality and accelerates
the delivery of network services. For that we study
in this dissertation the requirements to apply the in-
teroperability over the optical transport network. We
focus on one particular case, called the alien wave-
length use case, in which a WDM lightpath can be
setup using a pair of third party transponders over
any WDM optical line. The alien wavelength use case
becomes manually doable, yet automating the alien
lightpath setup process remains challenging due to
the following reasons: I) The lack of a common com-
munication between the third party transponders and
the optical line prevents configuring the equipment
properly. II) Most of the transponders’ optical para-
meters are propitiatory and/ or not standardized, and
exchanging these parameters is required to estimate
the physical performance of the path. Ill) Moreover,
vendors’ estimation tools calculate the performance
of the lightpath differently. The 1st part of this dis-
sertation presents and analyzes most of the propo-
sed approaches, including ours namely "RSVP-TE-

based approach”, that automate the alien lightpath
setup process by providing a common or standardi-
zed communication and exchange the required trans-
ponders’ optical parameters. A comparison between
the proposed approaches is made to find out the at-
tributes of the ideal solution. The 2nd part of this dis-
sertation focuses on upgrading the RSVP-TE-based
approach to support flex-grid technology and configu-
rable transponders that requires transponders’ confi-
guration matching. For that we propose a standardi-
zed method, based on the RSVP-TE protocol, to fulfill
that matching. The previous proposal has been de-
monstrated over the testbed of Orange labs and sub-
mitted as an IETF RSVP-TE standard draft as well.
We also propose another standardized method, ba-
sed on the OSPF-TE protocol, to exchange the raw
optical parameters of the optical line equipment. Since
exchanging raw optical parameters permits the proper
use of vendor-agnostic physical performance estima-
tion tools. The previous proposal has been demons-
trated over the testbed and submitted as an IETF
OSPF-TE standard draft. The 3rd part of this disser-
tation presents and demonstrates the module we de-
veloped to compute the path over a flexible network.
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Titre : Etude de Solutions pour Reconfiguration Automatique de Futurs Réseaux de Transport Basé sur une

Couche Optique Flexible

Mots clés : WDM, interopérabilité, automatisation, longueur d’onde étrangére

Résumé : Etendre les réseaux de transport optiques
en utilisant des équipements de vendeurs différents,
aussi appelé interopérabilité, permet de réduire le
colt du réseau, ainsi que d’augmenter la qualité des
équipements et accélérer leur livraison, grace au jeu
de concurrence que cette pratique instaure. C’est
pourquoi, dans cette thése, nous nous intéressons
aux prérequis nécessaires a la mise en place de I'in-
teropérabilité dans les réseaux de transport. Nous
nous concentrerons sur un cas particulier appelé
< longueur d’'onde alien >, dans lequel le lien op-
tique WDM d’un équipementier relie une paire de
transpondeurs fournie par un autre équipementier.
Cette longueur d’'onde alien est aujourd’hui utilisable
de maniére manuelle. Rendre cette pratique auto-
matisée reste un défi du fait de plusieurs facteurs
: I) Le manque de communication entre les trans-
pondeurs alien et le lien optique limite la bonne
configuration des transpondeurs. 1l) La plupart des
parametres optiques des transpondeurs sont pro-
priétaires et/ou non standards, et communiquer ces
parametres est nécessaire pour estimer la faisabi-
lit¢ du chemin optique. Ill) Les outils de calcul des
performances du chemin optique different d’'un ven-
deur a l'autre ainsi que la maniere de conduire ces
calculs. Ceci méne a des résultats différents selon
les vendeurs. La premiere partie de ce manuscrit
présente et analyse la plupart des approches exis-
tantes dans la littérature, en incluant I'approche que
nous avons créée appelée « RSVP-TE-based ap-

proach ». Ces approches automatisent la mise en
place de la longueur d’'onde alien en permettant une
communication qui soit commune ou standardisée
ainsi que l'échange des parameétres optiques des
transpondeurs. Les différentes approches sont com-
parées entre elles afin de trouver les caractéristiques
d’'une solution idéale. La seconde partie sera axée
autour de I'amélioration apportée a notre approche
RSVP-TE. Cette amélioration lui permet de suppor-
ter la technologie flex-grid et les transpondeurs recon-
figurables qui doivent avoir des configurations iden-
tiques. Nous avons donc proposé une méthode stan-
dardisée basée sur le protocole RSVP-TE, qui trans-
porte les configurations des transponders des deux
cOtés du lien optique. La proposition précédente a
été démontrée sur le banc d’essai des laboratoires
d'Orange et a été soumise en tant que projet de
norme IETF RSVP-TE. Nous avons également pro-
posé une autre méthode standardisée basée sur le
protocole OSPF-TE afin d’échanger les paramétres
optiques bas-niveau des équipements du lien optique,
ce qui nous permet d’estimer les performances de ce
lien alien en utilisant un outil open-source. La propo-
sition précédente a été démontrée sur le banc d’es-
sai des laboratoires Orange et a également été sou-
mise en tant que projet de norme IETF OSPF-TE. La
troisieme partie présente et démontre le module que
nous avons développé pour calculer le chemin dans
un environnement flexible et interopérable (transpon-
deurs reconfigurables et flex-grid).
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