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Chapter 1

Introduction

1.1 General framework and notation

1.1.1 Quantum mechanics of electrons

In this section, we give an introduction to the quantum behavior of electrons. Let us first define
some mathematical notation. We consider the general case of a d dimensional space Rd, where
d = 1, 2 or 3.

Let L2(Rd;C) be the vector space of (equivalence classes according to the Lebesgue-almost-
everywhere equality relation of) Lebesgue measurable functions from Rd to C that are square
integrable, i.e. f ∈ L2(Rd;C) if

´
Rd |f |2 <∞.

The Sobolev spaces Hk(Rd;C), for integer k, are defined as the vector spaces of L2(Rd;C)
functions with weak derivatives up to order k are also in L2(Rd;C).

For a self-adjoint operator T on a Hilbert space H with domain D, we recall that its
spectrum σ(T ) is the set of scalars λ ∈ C such that (H−λI) does not admit a bounded inverse,
where I denotes the identity operator on H. Moreover, the scalar λ is called an eigenvalue
if H − λI is not injective. The spectrum σ(T ) can be decomposed into the disjoint union of
the discrete spectrum σd(T ), of isolated eigenvalues with finite multiplicity, and the essential
spectrum σess(T ) = σ(T )\σd(T ).

Principles of quantum mechanics This paragraph introduces some fundamental termi-
nology for the quantum description of electrons.

In quantum theory, the pure states of a system are represented by the unit sphere of a
Hilbert space H. More precisely, a pure state is identified with a wave function ψ ∈ H, of unit
norm, up to a phase. This means that ψ and eiαψ represent the same physical state, a fact of
importance for later developments. We denote the scalar product of ψ, φ ∈ H by 〈ψ, φ〉, and
the associated norm by ‖ψ‖2 = 〈ψ, ψ〉.

In the simple case of a single electron without spin, in the configuration space Rd (describing
the position of the particle), in motion between the initial time t = 0 and the time horizon
t = T , we can choose the position representation

ψ : Rd × [0, T ]→ C
(x, t) 7→ ψ(x, t),

where the Hilbert space considered is the set of complex-valued, square-integrable functions
L2(Rd;C), such that ‖ψ(·, t)‖ = 1, ∀t. In fact, there is an additional discrete degree of freedom,
the spin, which is an intrinsic type of angular momentum, whose value is characterized by the
spin quantum number, an integer multiple of 1

2
, but we will omit it here in order to simplify

the notation.
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The Copenhagen interpretation gives a physical meaning to ψ in this representation: the
function x 7→ |ψ(x, t)|2 represents the probability density of finding the particle at the point x
at the time t.

Scalar observables are self-adjoint operators A on H, which represent experimentally mea-
surable quantities. When performing a quantum experiment, the result is not deterministic
in general, but probabilistic, and its probability density function is determined by A and ψ.
In particular, the expectation value of the observable A for the state ψ ∈ D(A), where D(A)
is the domain of A, is given by the scalar product 〈ψ,Aψ〉 = 〈ψA,ψ〉. One can also define
vector observables A (we restrict ourselves to d dimensional vectors here), by linear combina-
tion of the scalar observables {Ai}di=1, i.e. A =

∑d
i=1Aiei, where {ei}di=1 denotes the canonical

orthonormal basis of Rd.
A measurement of an observable A has an impact on the state of the system, and returns

a value, which is an element of the spectrum of A. The action of a measurement is to project
the wavefunction of the system to a spectral subspace of the observable A, and the value of the
measurement will be the associated spectrum element. This projection is called the collapse
of the wavefunction, and it implies that, if the same measurement is made again very shortly
after, the result will be the same with a high probability. In the case of a scalar observable
A with pure point spectrum, if we denote ∀n, Aφn = anφn, the normalized eigenvectors and
eigenvalues of A, according to the Born rule, the probability of measuring the value an will be
given by |〈φn, ψ〉|2.

Two important observables are the position and momentum operators, denoted x̂ and p̂,
with hats to distinguish them from the variables, defined for a regular and localized function
ψ as

(x̂ψ)(x) = xψ(x), (p̂ψ)(x) = −i~∇ψ(x), ∀x ∈ Rd,

where the reduced Planck constant ~ is set to 1 in atomic units. They do not commute, but
satisfy the canonical commutation relation,

[x̂j, p̂k] = i~δjkI = iδjkI, ∀1 ≤ j, k ≤ d.

where I denotes the identity operator, and δjk is the Kronecker symbol.
The Heisenberg uncertainty principle states that, for two non-commuting observables, like x

and p, one cannot find a state in which both observables are determined. In algebraic terms, this
corresponds to the fact that two non-commuting operators cannot be co-diagonalized. Indeed,
the result of a measurement is determined if the wavefunction of the system is in an eigenstate of
the observable operator. Further, for two non-commuting observables A,B satisfying [A,B] =

iI, the standard deviations of the observables, defined by σA =
√
〈ψ,A2ψ〉 − (〈ψ,Aψ〉)2 satisfy

the Heisenberg uncertainty relation σAσB ≥ 1
2
.

Schrödinger equation We are now ready to describe the dynamics of a system of a single
electron, which is given by the partial differential equation known as the Schrödinger equation.
Assuming the system is in the state ψ0 ∈ L2(Rd;C) at time t = 0, it will evolve according to{

i∂tψ(t) = Hψ(t)

ψ(0) = ψ0,

where H is the Hamiltonian operator of the system, that is, the observable corresponding to the
energy. It is easily checked that for any t ≥ 0, the solution ψ(t) has same norm ‖ψ(t)‖ = ‖ψ0‖
and the same energy 〈ψ(t), Hψ(t)〉 = 〈ψ0, Hψ0〉 as the initial data ψ0. Formally, the solution is

ψ(t) = exp(−itH)ψ0, ∀t,
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where the meaning of (exp(−itH))t∈R and its differentiation ∂t can be made rigorous [84].
Moreover, the Schrödinger equation admits stationary solutions, for which all observable prop-
erties are constant in time. In this case, the system is stationary, but since the wavefunction
is physically meaningful only up to the phase factor, the solution to the Schrödinger equation
can have a time-varying global phase. These states satisfy the time-independent Schrödinger
equation:

Hφ = εφ, ‖φ‖ = 1,

where H is the Hamiltonian operator, and ε is the energy of the state. Note that this equation is
an eigenvalue problem for the Hamiltonian, and accordingly, the state φ is called an eigenstate.
It follows that the solution to the time-dependent Schrödinger equation, with an eigenstate as
initial condition, is simply

ψ(t) = exp(−itε)φ, ∀t
that is, the wavefunction undergoes only a change of phase, corresponding to the same pure
state. We have now completed our description of single-electron systems. The following para-
graphs generalize these notions to systems containing multiple electrons.

N-particle wavefunctions A quantum system with N spinless electrons is described by a
wavefunction

ψ : (x1, . . . ,xN) 7→ ψ(x1, . . . ,xN).

satisfying the antisymmetry conditions

ψ(x1, . . . ,xi, . . . ,xj, . . . ,xN) = −ψ(x1, . . . ,xj, . . . ,xi, . . . ,xN), ∀i 6= j.

In the Copenhagen interpretation, |ψ(x1, . . . ,xN)|2 corresponds to the probability density of
finding the N electrons at positions (x1, . . . ,xN). The antisymmetry condition explains in
particular the Pauli exclusion principle: if two electrons, labeled i and j, are at the same
position xi = xj, the wavefunction is zero.. Therefore, having two electrons at the same
position is an event of probability 0. We refer the reader to [48] for more information.

Many-body Schrödinger equation We now consider a system with M nuclei, located at
Rα, of charges Zα, and N electrons, located at xi, of charges −1. The Born-Oppenheimer ap-
proximation states that, due to the large difference in mass of the nuclei and the electrons, it is
sufficient to describe the nuclei classically, and to consider their positions fixed when studying
the quantum behavior of the electrons. Under the Born-Oppenheimer approximation, and ne-
glecting the spin degrees of freedom, we describe the system by an antisymmetric wavefunction
in L2(RdN ;C), which satisfies the many-body Schrödinger equation with the Hamiltonian

H =
∑

1≤i≤N

(
−1

2
∆xi −

∑
1≤α≤M

Zα
|xi −Rα|

)
+

∑
1≤i<j≤N

1

|xi − xj|
,

where the coordinate-specific Laplacian ∆xi denotes
∑d

j=1
∂2

∂x2i,j
. We will denote the interaction

potential of one electron with the nuclei by

v(x) = −
∑

1≤α≤M

Zα
|x−Rα|

.

When studying a physical system with a given Hamiltonian, the first and most important
step is to determine the ground state, that is, the wavefunction ψ that minimizes the energy
〈ψ,Hψ〉. Hence, we want to solve the constrained minimization problem

E0 = inf
‖ψ‖=1

〈ψ,Hψ〉.
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However, the full problem is almost impossible to solve numerically, even for simple systems
with a dozen of electrons, given the high dimensionality of the space RdN . It is therefore
required to devise simpler models that can be solved using reasonable computing power, which
is the topic of the following paragraphs.

Hartree-Fock The core idea of the Hartree-Fock method is to reduce the variational space
in the minimization problem, assuming that the solution can be expressed by a single Slater
determinant, that is, an antisymmetric function ψ that is constructed as follows. Let {χi}Ni=1

be one-electron orthonormal orbitals, that is, χ1, . . . χN ∈ L2(Rd;C), such that

∀1 ≤ i, j ≤ N, 〈χi, χj〉 = δij.

Then one defines ψ as the matrix determinant

ψ(x1,x2, . . . ,xN) =
1√
N !

∣∣∣∣∣∣∣∣∣
χ1(x1) χ2(x1) · · · χN(x1)
χ1(x2) χ2(x2) · · · χN(x2)

...
...

. . .
...

χ1(xN) χ2(xN) · · · χN(xN)

∣∣∣∣∣∣∣∣∣ .
The Slater determinant is a simple way to construct an antisymmetric function in L2(RdN ;C)
(with d×N variables) with N functions in L2(Rd;C) (with d variables only). In what follows,
we denote

N∧
L2(Rd;C)

the vector space of antisymmetric functions in L2(RdN ;C), i.e. the space generated by linear
combination of Slater determinants with orbitals in L2(Rd;C). A similar notation

N∧
H1(Rd;C)

will be used for the vector subspace of H1(RdN ;C) generated by Slater determinants of orbitals
in H1(Rd;C).

Density Functional Theory Density Functional Theory is a widely used computational
method in quantum chemistry and solid-state physics. Rather than computing the wavefunction
of a system, a function on RdN , it characterizes the system by its single-electron density, a
function on Rd only, and produces approximations of this density. By performing such a
reduction however, one loses the linearity of the equation to solve, transforming it into a
minimization problem involving a non-linear functional of the density (hence the name of the
method), which is not known analytically. In what follows, we give a brief formalization of the
method and describe a commonly used approximation scheme, the Kohn-Sham method.

Let us define the single-electron density ρψ of ψ,

ρψ(x) = N

ˆ
x2∈Rd

. . .

ˆ
xd∈Rd

|ψ(x,x2, . . . ,xd)|2 dx2 . . . dxd.

One can rewrite the minimization problem considered in terms of densities, as

E0 = inf

(
F (ρ) +

ˆ
Rd
ρv, ρ ≥ 0,

√
ρ ∈ H1(Rd;R),

ˆ
Rd
ρ = N

)
,
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where F is the so-called Levy-Lieb functional which depends only on the number of electrons in
the system, and not on the particular configuration it is in. It is defined, for H0 the Hamiltonian
H without the interaction with the nuclei, i.e. v = 0, by

F (ρ) = inf

(
〈ψ,H0ψ〉, ψ ∈

N∧
H1(Rd;C), ρ = ρψ

)
.

It is not obvious that the condition
√
ρ ∈ H1(Rd;R) is equivalent to the existence of ψ in the

domain of H0, hence that the variational spaces are equivalent. The interested reader can find
out more in the seminal paper [62].

In practice, when simulations are performed, the computational cost of the Levy-Lieb func-
tional is too high, and approximations are required. A widely used scheme is the Kohn-Sham
method, which gives rise to equations of the form(

−1

2
∆ + veff [ρ]

)
χi(x) = εiχi(x), ∀ 1 ≤ i ≤ N,

where ρ(x) =
N∑
i=1

|χi(x)|2,
ˆ
χiχj = δij, ∀1 ≤ i, j ≤ N.

for almost every x ∈ Rd (in the sense of the Lebesgue measure), and where veff [ρ] is an effective
potential depending on the density ρ whose definition is beyond the scope of this manuscript
(see [55]).

The important consequence of this approximation is that the system of N coupled electrons,
interacting with each other through the electrostatic potential, has been effectively decoupled
into N independent electrons (not interacting with each other), evolving in the effective external
potential veff [ρ]. Hence, in what follows, we will consider only the behavior of independent
electrons in an external potential.

1.1.2 Electrons in periodic crystals

In this section, we aim to give an introduction to the description of the behaviour of electrons
in a periodic crystal within the framework of the Born-Oppenheimer approximation.

Crystal structure

A perfect crystal is a periodic arrangement of particles (atoms, ions, molecules) that is assumed
to be infinite in all directions.

Figure 1.1: Crystal structure of Sodium Chloride, source [3]
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Bravais lattice, reciprocal lattice, Brillouin Zone Perfect crystals are invariant by
translations of a period along their principal axes. Hence, one can represent their structure as
a lattice, informally defined as a repetition of a small building block called the unit cell. The
geometry of this unit cell is described using d vectors a1, . . . , ad, where d ≤ 3 is the dimension
of the crystal, which form an independent set of vectors. They are called the primitive vectors
of the lattice.

More formally, a Bravais lattice R is a discrete set of points obtained by translations of the
origin along integer linear combinations of the basis of primitive vectors a1, . . . ad

R = n1a1 + · · ·+ ndad, n1, . . . , nd ∈ Z.

We define the (centered) unit cell Ω of R as

Ω =

{
d∑
i=1

αiai, {αi}di=1 ∈
[
−1

2
,
1

2

)d}
.

One can associate a dual object to the Bravais lattice R (generated by the basis {ai}di=1

). We call the reciprocal lattice of R the lattice R′ generated by the unique set of primitive
vectors {bi}di=1 satisfying

ai · bj = 2πδij.

It is well defined, as one can find the bj by solving the well-posed matrix equation

[b1 . . .bd] = 2π[a1 . . . ad]
−T ,

where [a1 . . . ad] is the matrix of columns ai, invertible because the primitive vectors form a
basis.

The reciprocal lattice R′ is the support of the Fourier transforms of R-periodic functions.
To explain this, we introduce some notation: for a multi-index α ∈ Nd, a smooth function f ,
and x ∈ Rd, we define

xα =
d∏
i=1

xαii , (∂αf) (x) = (∂α1∂α2 . . . ∂αdf) (x).

Let S(Rd;C) denote the Schwartz space of rapidly decreasing smooth functions, i.e.

S(Rd;C) =

{
f ∈ C∞(Rd;C)

∣∣∣∣ ∀α, β ∈ Nd, sup
x∈Rd
|xα∂βf(x)| <∞

}
.

We define the Fourier Transform of a Schwartz function ψ ∈ S(Rd;C) as the function ψ̂ ∈
S(Rd;C) that verifies

ψ̂(ξ) =

ˆ
Rd
ψ(x)e−iξ·x dx, ∀ξ ∈ Rd.

The Fourier Transform T̂ of a tempered distribution T in S ′(Rd;C) is given by 〈T̂ , ϕ〉S′,S =
〈T, ϕ̂〉S′,S , ∀ϕ ∈ S(Rd;C), where 〈·, ·〉S′,S denotes the duality bracket.

We can now get back to our point. Let f be a C∞ R-periodic function, such that for x ∈ Rn,
and R ∈ R, f(x + R) = f(x). Denoting K the points of R′ with integer coordinates in the
basis {bj}dj=1, and using ai ·bj = 2πδij, f , which can be identified with a tempered distribution,
can be expanded in a Fourier series,

f(x) =
∑
K∈R′

cKeiK·x,
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and the Fourier transform of f in the sense of distributions on Rd is
∑

K∈R′ cKδK, where δK is
the Dirac delta of support K.

The first Brillouin Zone B is the Voronöı cell of the reciprocal lattice containing the origin,
that is, the locus of the points that are closer to the origin than to any other point in the lattice
R′.

Figure 1.2: First Brillouin zone of face centred cubic structure, source [1]

Abusing notation, in what follows, we will also call Brillouin Zone the primitive cell

B =

{
d∑
j=1

βjbj, {βj}dj=1 ∈ [0, 1)d
}
.

The definition of the primitive cell is a convention, as many choices are possible. However, this
particular choice is convenient in our context.

Electronic band structure theory

L2
per(Rd;C) is defined as the space of R-periodic functions v that verify

´
Ω
v2 <∞, where Ω is

the centered unit cell of the lattice R. L2
per(Rd;R) is defined similarly for real-valued functions.

Description of the system From here on, we work under the following assumptions:

• The electrons are independent from each other,

• Each electron is subjected to a L2
per(Rd;R) scalar potential V .

Hence, we will consider wavefunctions Rd 3 x 7→ ψ(x), with a single position variable, and
restrict ourselves to a Hamiltonian operator with the following explicit form, in atomic units,

(Hψ) (x) =

(
−1

2
∆ + V (x)

)
ψ(x),

for almost every x ∈ Rd.
To properly define the Hamiltonian operator, its explicit form has to be completed by the

definition of the domain of the operator, that is, a dense subset of H. According to the Kato-
Rellich theorem, with these assumptions, the Hamiltonian is a self-adjoint operator on L2(Rd;C)
with domain D = H2(Rd;C). By the spectral theorem, the spectrum of H is real. However,
it does not consist of eigenvalues. In contrast, it is in fact purely (absolutely) continuous. To
characterize the spectrum in a more precise way, we first introduce a set of functions, the Bloch
waves, that play a particular role in the study of such Hamiltonians.
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Bloch waves In what follows, we derive formally a convenient basis of generalized (i.e. non-
normalized) eigenfunctions of H, the Bloch waves, without consideration for the well-posedness
of such a problem. However, this “physicist’s” approach is useful to give some intuition for the
more rigorous presentation done in later paragraphs.

Let us define the translation operator τR, for R ∈ R, and f a smooth function as

(τRf) (x) = f(x−R), ∀x ∈ Rd.

The translation operators satisfy τRτR′ = τR′τR, and τ ∗R = τ−R = τ−1
R , where τ ∗R denotes the

adjoint with respect to the L2(Rd;C) scalar product. Then the periodicity of the potential can
be seen as a commutation relation, as

τR (V ψ) (x) = V (x + R)ψ(x + R) = V (x)ψ(x + R) = ((V τR)ψ) (x).

Of course, the same applies to the Laplacian operator ∆, and so we conclude that the Hamil-
tonian commutes with translations by vectors of the lattice R,

τR (Hψ) = H (τRψ) .

In analogy with the finite-dimensional case, where commutation between matrices implies that
the matrices are co-diagonalizable, the commuting operators H and the set {τR}R∈R are for-
mally co-diagonalizable. Consider a function ψ 6= 0 satisfying

Hψ = εψ

τRψ = λ(R)ψ, ∀R ∈ R.

A natural property of the translation operator is that for all R,R′ ∈ R,

τRτR′ = τR′τR = τR+R′ ,

implying that the eigenvalues λ(R) of the translation operator τR satisfy

λ(R)λ(R′) = λ(R + R′).

Moreover, we have λ(0) = 1, and |λ(R)| = 1 because a translation along 0 is the identity,
and translation operators are unitary, hence have spectrum included in the unit circle of the
complex plane. Along each primitive vector aj, we then have

λ(aj)
n = λ(naj),

which means that we can choose numbers {kj}dj=1 in [0, 1)d, such that λ(aj) = e2πikj . We recall

that aj · bi = 2πδij, so, for any lattice vector R =
∑d

j=1 njaj, denoting k =
∑d

i=1 kibi,

λ(R) =
d∏
j=1

λ(aj)
nj = exp

(
d∑
j=1

2πikjnj

)
= eik·R.

It follows that the eigenstate ψ is such that

ψ(x + R) = eik·Rψ(x), ∀x ∈ Rd,∀R ∈ R.

Let us now define, for x ∈ Rd,
u(x) = e−ik·xψ(x),

and notice that this function is R−periodic.
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To recap, we have formally shown that a Bloch wave is an eigenfunction of the translation
operators {τR}R∈R, that is, a function of the form

ψk(x) = eik·xuk(x),

where uk is a R-periodic function.
Rigorously, Bloch waves are not in the domain of the Hamiltonian operator. For this reason,

they are not actual eigenfunctions, and we will call them Bloch eigenstates. However, they can
be recombined to give elements of the domain. This is similar to the Fourier decomposition, in
which one “diagonalizes” the Laplacian operator on the Fourier basis, which are then recom-
bined to give elements of the proper domain, which is legitimate because the Fourier Transform
is a unitary operator. In the same way, the results of these formal calculations will be made
rigorous by the introduction of the Bloch Transform in the next paragraph.

We now consider the action of the Hamiltonian on Bloch waves. Hence, we use the Ansatz
of the Bloch eigenstates of H: they are of the form eik·xu(x), for some k ∈ B, where u is
R-periodic.

H
(
eik·xuk(x)

)
= −1

2
∆
(
eik·xuk(x)

)
+ V (x)

(
eik·xu(x)

)
= eik·x

(
−1

2
∆− ik · ∇+

|k|2
2

)
uk(x) + eik·x (V (x)uk(x)) .

Hence, it is natural to define the family of operators

Hk =
1

2
(−i∇+ k)2 + V, ∀k ∈ B,

acting on the R-periodic part of Bloch waves, the function u. We have therefore reduced the
problem of determining Bloch eigenstates on the whole space to determining eigenfunctions of
a modified operator on the primitive cell Ω for each k.

Bloch Transform To motivate the definition of the Bloch Transform, we start by a formal
calculation showing its relationship to the Fourier Transform. Recall that the Fourier Transform
of a Schwartz function ψ ∈ S(Rd;C) is the function ψ̂ ∈ S(Rd;C) that verifies

ψ̂(ξ) =

ˆ
Rd
ψ(x)e−iξ·x dx, ∀ξ ∈ Rd.

It satisfies the reciprocal Fourier identity

ψ(x) =
1

|B|

ˆ
Rd
ψ̂(ξ)eiξ·x dξ, ∀x ∈ Rd.

In our case, the space is endowed with a Bravais lattice R, and the frequency space with the
reciprocal lattice R′. Hence, a natural decomposition for ξ is

ξ = k + K, k ∈ B, K ∈ R′.

Substituting into the reciprocal Fourier identity, one obtains

ψ(x) =
1

|B|
∑
K∈R′

ˆ
k∈B

eik·xψ̂(k + K)eiK·x dk, ∀x ∈ Rd.
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By exchanging sum and integral, we can group together the dependence in K,

ψ(x) =
1

|B|

ˆ
k∈B

eik·x
∑
K∈R′

ψ̂(k + K)eiK·x dk, ∀x ∈ Rd.

Let us now define the Bloch Transform (uk)k∈Rd of ψ, and the Bloch wave (ψk)k∈Rd ,

uk(x) =
∑
K∈R′

ψ̂(k + K)eiK·x, ψk(x) = eik·xuk(x), ∀x ∈ Rd,k ∈ Rd.

Let us remark that the (uk)k∈Rd satisfy the R′-quasi-periodicity relation in k ∈ Rd

uk+K(x) = e−iK·xuk(x), ∀K ∈ R′,x ∈ Rd,

and that the Bloch wave k 7→ ψk is R′-periodic. Hence, one can restrict the (uk)k∈Rd to k ∈ B
without loss of information.

One can also express the Bloch Transform in terms of ψ and not of its Fourier Transform,
through the Poisson summation formula. Let f ∈ S(Rd;C), we then have∑

R∈R

f(R) =
∑
K∈R′

f̂(K).

Applying this formula for the Schwartz function defined by f : r 7→ e−ik·(x+r)ψ(x + r), for some

k,x ∈ Rd, with Fourier transform at K ∈ R′, f̂(K) = eiK·xψ̂(K + k), it follows that

uk(x) =
∑
K∈R′

ψ̂(k + K)eiK·x =
∑
R∈R

e−ik·(x+R)ψ(x + R).

To summarize, we have decomposed ψ as a continuous collection (indexed by k ∈ B) of
periodic functions uk. The inverse Bloch Transform is defined by the relation

ψ(x) =
1

|B|

ˆ
k∈B

eik·xuk(x)dk =
1

|B|

ˆ
k∈B

ψk(x)dk, ∀x ∈ Rd.

Like the Fourier Transform, we can extend the Bloch Transform to the space of square-integrable
functions, and it is then a unitary operator from L2(Rd;C) to L2(B;L2

per(Rd;C)).

Decomposition of the Hamiltonian H into the (Hk)k For a potential V ∈ L2
per(Rd;R)

and d ≤ 3, let us define the self-adjoint operator on L2(Rd;C) with domain H2(Rd;C),

H = −1

2
∆ + V,

and the family of operators on L2
per(Rd;C), with a common domain D = H2

per(Rd;C),

Hk =
1

2
(−i∇+ k)2 + V, ∀k ∈ B.

For all k ∈ B, the operators Hk are self-adjoint on D, and if λ is not in the spectrum of Hk, the
resolvent (Hk − λI)−1 is a compact operator. Since for all k ∈ B, Hk has compact resolvent,
it is bounded below, and its spectrum is a sequence of eigenvalues diverging to +∞, i.e. there
exists λ0 > −∞, such that

σ(Hk) = σd (Hk) ⊂ [λ0,+∞) .
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Let us order the eigenvalues and denote them by

ε1(k) ≤ ε2(k) ≤ . . . , ∀k ∈ B,
where the dependence in k is denoted functionally, for the eigenvalues have good properties as
functions of k. Indeed, for all n, εn(k) is Lipschitz in k and R′-periodic. Moreover,

εn(k) −−−−→
n→+∞

+∞, where the limit is uniform in k.

Then H is decomposed by the Bloch Transform into the (Hk)k∈B, that is, for ψ ∈ S(Rd;C),
and its Bloch Transform (uk)k∈B,

(Hψ) (x) =
1

|B|

ˆ
k∈B

eik·x (Hkuk) (x)dk, ∀x ∈ Rd,

and the spectrum of H is the union of the spectra of the Hk for all k ∈ B. That is,

σ(H) = {εn(k) | k ∈ B, n ∈ N} .
For a proof of these results, we refer the reader to [86].

Band Structure The behavior of the eigenvalues of Hk, which we previously denoted εn(k),
contains some meaningful physical information. Thus, it is useful to plot their variation with
k. The k 7→ εn(k) are usually plotted in 1D, even if we are considering a system of greater
dimension, and this plot is called a band structure diagram. This is done by choosing an
appropriate path in the Brillouin zone, and representing the value of each band along this
path. The structure of the bands determines some physical properties. An important feature
is their position with respect to the Fermi level εF , which verifies the following relation to the
number of electrons N in the unit cell

N =
1

|B|
∑
n

ˆ
B
1(εn(k) ≤ εF ) dk.

The significance of the Fermi level in the context of solid-state physics is that the electrons
in their ground state are in the eigenstates corresponding to the bands below the Fermi level.

For example, if the Fermi level is in a wide gap (larger than ∼ 3 eV) between the lowest
group of bands and the upper ones, it indicates that the system is an insulator. If the gap is
smaller than ∼ 3 eV, then the crystal is a semi-conductor, as the example of Silicon. On the
contrary, if there is no gap, the system is a metal (or a semi-metal if d ≥ 2 and the intersection
of the bands with the Fermi level is a finite set of isolated points).

An example of such a band structure is given in Figure 1.3, for the Silicon crystal (a semi-
conductor). On the y-axis, the energy is expressed, in electron-Volts (eV). The labels L,Γ, X,K
denote special points in R3, corresponding to points of high symmetry of the reciprocal lattice,
that are physically relevant, forming a path in the Brillouin Zone. Note that since this path
is not closed, it produces a non-periodic band structure graph, even though the energy bands
themselves are periodic.

1.2 Wannier functions

Denote U(N) the group of unitary matrices of size N ×N , which satisfy

∀U ∈ U(N), U∗U = UU∗ = I,

where U∗ is the conjugate transpose of U . Denote SU(N) the group of special unitary matrices,
the subgroup of U(N) for which the elements satisfy the additional condition

∀U ∈ SU(N), det(U) = 1.
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Figure 1.3: Band Structure of Silicon

1.2.1 Definitions: composite Wannier functions

For each band index n ≥ 1, let us denote k 7→ ψn,k a Bloch eigenstate of the Hamiltonian H
associated with the band k 7→ εn(k). It is defined up to a phase, since k 7→ eiϕ(k)ψn,k is also
a Bloch eigenstate, where k 7→ ϕ(k) is a R′-periodic (possibly discontinuous) phase function.
Moreover, if εn is a degenerate eigenvalue, with multiplicity m, the associated eigenspace is m
dimensional, for which there is no preferential eigenbasis. Hence, the corresponding m Bloch
eigenstates can be rotated among themselves, using a unitary matrix at each k point, and still
generate the same eigenspace.

The periodic part un,k of a Bloch eigenstate, defined by un,k(x) = e−ik·xψn,k(x), therefore
satisfies the eigenvalue equation

Hkun,k = εn(k)un,k.

Moreover, we normalize the Bloch eigenstates according to the condition

ˆ
Ω

|ψn,k(r)|2 dr = 1, ∀n ≥ 1,k ∈ B.

In practice, we are given an effective potential V by a Density Functional Theory code, giving
rise to a Hamiltonian operator H = −1

2
∆ + V , and a corresponding set of Bloch eigenstates

{ψn,k | k ∈ B, n ≥ 1}.

Composite Wannier functions We now consider a set of the N lowest bands

σN = {εn(k), k ∈ B}Nn=1 ,

and we assume that this set of bands is isolated from the others:

dist(σN , εm(k)) > 0, ∀m > N, ∀k ∈ B.

There is no loss in generality in assuming that we consider only the lowest bands, as we took
them for convenience of notation. However, taking the lowest bands also carries some physical
importance, because they are associated with the ground state.

As before, there is a set of Bloch eigenstates
{
ψn,k

}N
n=1

, associated with the bands {εn(k)}Nn=1

with k ∈ B. Let us remark that these Bloch eigenstates cannot be made regular with respect to
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k in general, as eigenvalue crossings can prevent the continuity of eigenvectors [?]. However, the
spectral projector Pk on the set of bands {εn(k)}Nn=1 is not only continuous, but analytic [78].
There is a characterization of the spectral projector Pk by the Bloch eigenstates, as follows.
For any v ∈ L2

per(Rd;C), and 〈·, ·〉L2
per

denoting the scalar product of L2
per(Rd;C),

Pkv =
N∑
n=1

ψn,k〈ψn,k, v〉L2
per
.

Since the Bloch eigenstates cannot be chosen to be regular with respect to k in general, one

relaxes the problem to finding a set of Bloch waves
{
ψ̃n,k

}N
n=1

which is an orthonormal basis

of Ran(Pk), called a Bloch frame.

We define the Wannier functions associated to the Bloch frame
{
ψ̃n,k

}N
n=1

as

Wn,R =

ˆ
k∈B

e−ik·R ψ̃n,k dk.

Furthermore, we have the following important result. If there exists β > 0, such that the
Bloch waves k 7→ ψ̃n,k, 1 ≤ n ≤ N are complex analytic on a strip Ωβ,

Ωβ =

{
z ∈ Cd

∣∣∣∣|Im(zi)| < β, ∀1 ≤ i ≤ d

}
,

and there exists a constant C > 0 such thatˆ
B
‖ψ̃n,k+ih‖ dk ≤ C, for any h such that max

1≤i≤d
|hi| < β,

then the Wannier functions are exponentially localized, i.e. for any 0 < α < β, x 7→
eα|x|Wn,R(x) are L2(Rd;C). It remains to compute the Bloch frame that allows for localiza-
tion, when possible, which is the subject of later paragraphs. However, first, we demonstrate
a particular application for which an analytic Bloch frame (hence an exponentially localized
Wannier function) is useful in practice.

Application: Wannier interpolation Finding an analytic Bloch frame on the Brillouin
Zone (or equivalently, exponentially-localized Wannier functions) is useful in practice, for ex-
ample to construct accurate band diagrams with sparse sampling through Wannier interpola-
tion (see [67] and references therein). This can be done through Fourier interpolation of the
Hamiltonian operator projected on the Bloch frame.

First, we recall the general process of Fourier interpolation. Let f be a smooth periodic
function of [0, 2π]. Assume that we are given the values of f on a set of 2M + 1 equispaced
points tj = 2πm

2M+1
, 0 ≤ m ≤ 2M . To produce a periodic interpolation of this function, it is

natural to consider approaching it by a truncated Fourier series.

p(x) =
M∑

m=−M

cmeimx.

We thus have 2M+1 values, and 2M+1 unknowns, and it is a classical result that the associated
linear system is invertible, which gives one and only one solution to this interpolation problem.

We now apply this technique to the interpolation of band structures. The naive way to
construct a band diagram is to calculate the eigenvalues of the Hamiltonian at a set of sampling
points, and then to interpolate between these values. However, when eigenvalues collide, this
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method is not optimal, as the eigenvalues exhibit cusps at the collisions, which makes them
locally non-differentiable, thus greatly reducing the precision of interpolation.

There is however a way to systematically work around this issue, (and increase the overall
precision in so doing). Let us define some useful notation to that extent.

Denote k 7→ ũn,k, 1 ≤ n ≤ N , the periodic part of a Bloch frame associated with the first
N bands ε1(k) ≤ · · · ≤ εN(k),∀k ∈ B. For each k ∈ B, it is a basis of the spectral subspace
Ran (Pk), and in this basis, the operator Hk is reduced to the N ×N matrix

Amn(k) = 〈ũm,k, Hkũn,k〉, 1 ≤ m,n ≤ N.

If each k 7→ ũn,k is analytic and R′-quasi-periodic, then the matrix k 7→ A(k) is ana-
lytic and periodic, and in particular, it does not have cusps. Thus, a Fourier interpolation of
the coefficients of k 7→ A(k) yields a more accurate band diagram than the interpolation of
eigenvalues.

Figure 1.4 compares the convergence of Fourier interpolation of eigenvalues and coefficients
for a 1d toy model, where the reduced Hamiltonian is

A(k) =

(
1 + cos(2πk) 0

0 1− cos(2πk)

)
, ∀k ∈ [0, 1).

It follows that the eigenvalues ε1(k) ≤ ε2(k) are

ε1(k) = min (A11(k), A22(k)) , ε2(k) = max (A11(k), A22(k)) , ∀k ∈ [0, 1),

which both present a cusp at 1
4

and 3
4
, where they cross each other. On the left, one can see that

the interpolated eigenvalues are quite different from the exact ones, especially at the eigenvalue
crossings, even for a comparatively high number of sampling points. By contrast, the right
figure shows the interpolation of coefficients, where this problem is avoided. In this case, 3
sampling points are sufficient to replicate the exact eigenvalues, which is due to the particular
form of the toy model.
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Figure 1.4: Eigenvalue and coefficient Fourier interpolation, compared for different amounts of
sampling points.

Topological obstruction to the existence of localized Wannier functions We now
discuss the matter of the optimal regularity in k of the Bloch frame. This is in fact a topolog-
ical question, and the existence of an analytic Bloch frame is equivalent to the triviality of a
topological characteristic, i.e. the Chern number (defined in a later paragraph in our context),
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being zero [78]. It may seem surprising to need such tools, but framing the problem differently
makes the connection more straightforward. Indeed, the Brillouin Zone, due to the periodic
boundary conditions, has the topology of a torus, and for each point k ∈ B, our problem is to
build an orthonormal basis of the (complex) vector space RanPk that is as regular as possible.
One can associate a topological object to this problem, called a fiber bundle, which allows us
to characterize the existence of a regular and quasi-periodic Bloch frame on B.

A simple example of this kind of structure is the Möbius strip, in Figure 1.5. It can be
decomposed as a simple line (the fiber) relying on a circle. In this case, if we consider the
real vector space on the fiber, and our problem is to find a regular normed vector that spans
the fiber. As we consider a real vector space, our only choice is the orientation of the tangent
vector, represented by arrows on the figure. However, because of the topology of the Möbius
strip, after one turn around the circle, the vector is upside-down. It is thus impossible to have
a normed continuous basis of the associated fiber bundle.

Figure 1.5: Möbius strip as a fiber bundle.

In vector bundle theory, the existence of an orthonormal basis that varies continuously
with respect to k amounts to what is called the triviality of the bundle (see [78]). We are
now equipped to discuss the Bloch bundle, the vector fiber bundle associated with the spectral
projectors {Pk}k∈B.

The Bloch bundle Let {Pk}k∈Rd be the spectral projectors of {Hk}k∈Rd associated with the
isolated set of bands σN . Define the unitary multiplication operator τk for k ∈ Rd given by, for
u ∈ L2

per(Rd;C), for almost any x ∈ Rd,

(τku)(x) = eik·xu(x).

This unitary operator allows to switch from the Bloch Transform picture (the k 7→ un,k), to
the Bloch waves k 7→ ψn,k = τkun,k. Recall that the k 7→ un,k satisfy the R′-quasi periodicity
relation, which can be rewritten

un,k+K = τKun,k, ∀k ∈ Rd,∀K ∈ R′.

One can show that the spectral projectors satisfy three conditions.
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• Analyticity: the map k 7→ Pk is real-analytic on Rd.

• τ -covariance: the map k 7→ Pk satisfies:

Pk+K = τ−1
K PkτK, ∀K ∈ R′.

• Time-reversal symmetry: the map k 7→ Pk satisfies

P−k = ΘPkΘ−1,

where Θ is the complex conjugation anti-unitary operator.
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Figure 1.6: Contour enclosing the lower energy bands of Silicon

The proof of these statements can be found in [79], and is based on a characterization of the
spectral projector by a Cauchy integral. Let C be a complex contour around the energy bands,
as per Figure 1.6. Then the Riesz formula applied to the projector on the enclosed bands states
that

Pk =
1

2πi

˛
C

(z −Hk)−1 dz.

In the paragraphs on Wannier functions, we stated results for a Bloch frame that is complex
analytic in k. The existence of such a frame depends on the topological properties of the family
of spectral projectors, a matter to which we turn next.

The Chern number For simplicity of presentation, we assume that d = 2, the only case
we consider in later chapters. In that context, the Chern number associated with the spectral
projectors is expressed as

c(P ) =
1

2πi

ˆ
B

Tr (Pk[∂1Pk, ∂2Pk]) dk1dk2.

Informally, the Bloch bundle is the complex vector bundle associated with the {Pk}k∈B. For a
precise definition, we refer to [78]. Furthermore, in [78] and [79], one can find a proof that the
composite Wannier functions are exponentially localised if and only if the Chern number of the
associated spectral projectors is zero. We rely on this characterization in what follows.

We have presented the definition of Wannier functions, given a theoretical characterization
for their exponential localization through the Chern number of the associated Bloch bundle,
and provided an alternative definition of the Chern number in simpler terms that hopefully
give the reader more intuition on the topic. Next, we turn to the matter of how to compute
Wannier functions in practice.
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1.2.2 Numerical construction of Wannier functions

Wannier functions can be built numerically, based on ab-initio computations that provide a
basis of Bloch waves on a grid of the Brillouin Zone. Then localising the Wannier functions is
equivalent to choosing a regular gauge of these Bloch waves, a post-processing step that requires
much less computational power than ab-initio calculations, and yet has very useful properties.

Marzari-Vanderbilt localization optimization

For a set of Wannier functions {Wn,R}Nn=1, we define the localization functional

Ω
(
{Wn,R}Nn=1

)
=

N∑
n=1

(ˆ
Rd

x2|Wn,R(x)|2 dx−
(ˆ

Rd
x|Wn,R(x)|2 dx

)2
)
.

It measures the quadratic spreads of the Wannier functions around their centers, and one easily
checks that for any R ∈ R,

Ω
(
{Wn,R}Nn=1

)
= Ω

(
{Wn,0}Nn=1

)
.

This functional is well-defined only for appropriately localized Wannier functions, which we
assume in this section.

One can split the localization into two parts

Ω = ΩI + Ω̃,

where

ΩI

(
{Wn,0}Nn=1

)
=

N∑
n=1

ˆ
Rd

x2|Wn,0(x)|2 dx−
∑
R∈R,

1≤m≤N

∣∣∣∣ˆ
Rd

xWm,R(x)Wn,0(x) dx

∣∣∣∣2
 .

and

Ω̃
(
{Wn,0}Nn=1

)
=

N∑
n=1

∑
(R,m)6=(0,n)

∣∣∣∣ˆ
Rd

xWm,R(x)Wn,0(x) dx

∣∣∣∣2 .
ΩI can be shown to be invariant to the choice of the Bloch frame, by rewriting its components
in terms of spectral projectors. See [66] and references therein for a more in-depth presentation.

Each part of the localization functional can be alternatively written in the k-space repre-
sentation. Using the correspondence between Wannier functions and Bloch frames, one can
show that ˆ

Rd
xW ∗

m,R(x)Wn,0 dx = i
1

|B|

ˆ
eik·R〈ũm,k,∇kũn,k〉 dk,

and ˆ
Rd

x2W ∗
m,R(x)Wn,0 dx = − 1

|B|

ˆ
eik·R〈ũm,k,∇2

kũn,k〉 dk,

one can rewrite Ω({Wn,0}n) only in terms of the periodic part of the Bloch frames {k 7→
ũn,k}Nn=1. This form makes it clear that the regularity of the Bloch frame is directly linked
to the localization of the Wannier functions. Moreover, a finite-difference scheme yields a
straightforward discrete version of the functional. The degrees of freedom being a choice of
a unitary change of basis at each k point, one can then use a gradient descent in the space
of unitary matrices to smoothen the Bloch frame, therefore producing a more localized set of
Wannier functions.
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In [79], it is shown that the minimizers of the localization functional Ω are maximally-
localized Wannier functions (almost exponentially localized functions), and a smooth Bloch
frame k 7→ {un,k}. The rationale is that the algorithm should converge to these minimizers,
provided we have a good initial guess that satisfies Ω <∞.

In the original paper [67], the initial guess is obtained by a projection method. Reference
orbitals are given as a manual input, and result from physical considerations. They are then
projected onto the eigenspace of the Hamiltonian, and renormalized. The issue with this method
is that it is neither systematic, nor fully reliable: it can produce initial guesses that do not allow
the procedure to converge. Hence, we turn to the problem of constructing a good initial guess,
that is, a continuous and periodic Bloch frame. This problem can be formulated in terms of
finding a homotopy between paths of unitary matrices.

Building a continuous and periodic Bloch frame

To build a continuous and periodic Bloch frame, we proceed constructively, based on the ap-
proach proposed in [13].

k1

k2

(0, 0) (1, 0)

(0, 1) (1, 1)

E1

E2

Figure 1.7: Schematic representation of the Brillouin Zone

Start by an initial (not necessarily continuous) Bloch frame k 7→ Ψk = (ψ1,k, . . . , ψN,k)
defined on the Brillouin Zone. From this, one can always construct a smooth Bloch frame
(generating the same space) on an interval, by parallel transport. For some intuition, we describe
the parallel transport for a discretisation of the interval [0, 1) with N equispaced points. If
{Qs}s∈[0,1) is a smooth family of orthogonal projectors of rank 1, and if for s = 0, we have
chosen a normalized basis vector of Ran(Q0), denoted v(0), assuming N is large enough, we
have that ‖Q 1

N
v(0)‖ > 0, and a basis vector at s = 1

N
is given by

v

(
1

N

)
=

Q 1
N

v(0)

‖Q 1
N

v(0)‖ .

Since Q 1
N

is an orthogonal projector, this is the closest basis vector to v(0) (in the 2 norm).
We then repeat this procedure until the end of the interval. It means that, at each value
of s, we choose the basis vector that is closest to the previous basis vector, while enforcing
normalization. This procedure is readily generalized to a basis of higher rank, replacing the
normalization by the orthonormalization of the basis, using Löwdin orthogonalization. In the
limit N →∞, we obtain a differential equation which is given in Chapter 2, where more details
on this topic can be found. Hence, the only problem left to consider here is the periodicity.
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• First, we consider the Bloch frame on edge 1 (E1 on the figure). Construct a smooth
Bloch frame on E1, which we still denote Ψk. Since the Bloch frames are a basis for the
projector at (0, 0) and (1, 0), they span the same vector space, but the frames are not
equal in general. Two bases of the same complex vector space being related by a unitary
transformation, there exists an obstruction matrix UObs ∈ U(N), such that

Ψ(0,0) = Ψ(1,0)U
∗
Obs.

Because the group of unitary matrices U(N) is connected [102], there exists a continuous
map T : [0, 1] → U(N), such that T (0) = I and T (1) = UObs. We can therefore modify
the continuous Bloch frame to make it periodic on E1, by redefining

Ψ(k1,0) ← Ψ(k1,0)T (k1), ∀k1 ∈ [0, 1].

One can construct such a map T for example using matrix powers. Since UObs is unitary,
it is a normal matrix U∗ObsUObs = UObsU

∗
Obs, and hence diagonalizable. There exists

V ∈ U(N), and θ1, θn ∈ [0, 1) such that

UObs = V diag
(
ei2πθ1 , . . . , ei2πθN

)
V ∗.

We then define the matrix power by

T (k1) = Uk1
Obs = V diag

(
ei2πθ1k1 , . . . , ei2πθNk1

)
V ∗.

• We extend smoothly the Bloch frame on each vertical interval going from (k1, 0) to (k1, 1)
for each k1 ∈ [0, 1], represented on the figure by vertical arrows. We obtain a Bloch frame
that is smooth on the Brillouin Zone, and periodic in k1. As before, the Bloch frame on
the edges E1 and E2 are not equal, but span the same space, and there exists a unitary
obstruction matrix UObs(k1) for each k1 ∈ [0, 1], such that

Ψ(k1,0) = Ψ(k1,1)U
∗
Obs(k1).

The question is therefore to know whether there exists a map T such that T (k1, 0) = I
and T (k1, 1) = UObs(k1) for each k1 ∈ [0, 1], that is, to find a homotopy of k1 7→ UObs(k1) to
the constant map. Unfortunately, that is not always possible, and to see why, let us take the
example N = 1, where U(1) is identified with the complex unit circle. For some intuition of the
problem, we can rephrase the question in terms of the curves drawn by the map: k1 7→ UObs(k1)
parameterizes a loop on the circle, and we would like to deform it continuously to a point,
without cutting the loop or letting it go through the hole of the circle. This picture hints at
the impossibility of the process if the loop winds around the circle. In topological terms, the
circle is not simply connected [102], and to know whether we can deform the loop to a point, it
suffices to count the number of turns it does around the origin. This intuitive picture can be
given a rigorous definition, which we turn to next.

The winding number deg(u) of the smooth parameterization u : t 7→ e2πiθ(t), with u(0) =
u(1) and u′(0) = u′(1), reads

deg(u) =
1

2πi

˛
t∈[0,1]

u′(t)

u(t)
dt.

It is an integer, as shown below. Since z parameterizes the whole circle,

e2πiθ(0) = e2πiθ(1), i.e. θ(0) ≡ θ(1) mod 1.

21



Moreover,

deg(u) =
1

2πi

˛
t∈[0,1]

u′(t)

u(t)
dt =

1

2πi

˛
t∈[0,1]

2πiθ′(t)dt = θ(1)− θ(0).

It follows that deg(u) ∈ Z. One can show that the winding number is a continuous map from
the space of paths that can be deformed into each other to the integers. Hence, it follows
that the winding number is the same for all paths that can be deformed into each other, and
by contraposition, two paths with different winding numbers cannot be deformed into each
other. Moreover, given a loop parameterized by u : t 7→ e2πiθ(t) with winding number 0, one
can construct such a homotopy explicitly, for example ũ : (t, s) 7→ e2πisθ(t). It verifies for all
t ∈ [0, 1], ũ(t, 0) = 1, ũ(t, 1) = u(t), and for each s ∈ [0, 1], t 7→ ũ(s, t) is continuous. Therefore,
a necessary and sufficient condition for the existence of a homotopy of a loop parameterized by
u is that deg(u) = deg(t 7→ 1) = 0.

Coming back to our problem for N = 1, this means that one can define a smooth, periodic
Bloch frame if and only if the winding number of k1 7→ UObs(k1) is equal to 0.

We now turn to the general case N ≥ 1, which reduces to the previous one. Indeed, one
can decompose any unitary matrix U ∈ U(N) into a matrix in SU(N), and an element of U(1),
its determinant. This is useful because SU(N) is simply connected [102], which means that
any loop in SU(N) can be deformed to a point. If we have such a decomposition for the map
k1 7→ UObs(k1), i.e. there exists a continuous and periodic map k1 7→ WObs(k1) with values in
SU(N), such that

UObs(k1) = det (UObs(k1))WObs(k1), ∀k1 ∈ [0, 1].

Since SU(N) is simply connected, there exists a homotopy of k1 7→ WObs(k1) to the constant
map, and the only problem that remains is the homotopy of the determinant, which exists if
and only if its winding number is zero.

This observation suggests that the existence of a homotopy (hence, the existence of a regular
Bloch frame) depends only on the winding number of the determinant of the obstruction matrix,
which is confirmed by the following characterization of the Chern number. If the spectral
projectors {Pk}k∈B are analytic on the Brillouin Zone, the Chern number c(P ) of the bundle is
equal to the winding number of the determinant of the obstruction loop. We have the following
equalities:

c(P ) = deg (det (UObs(·))) =
1

2πi

˛
∂B

det(UObs(k))−1∂k(det(UObs(k))) dk

=
1

2πi

˛
∂B

Tr
(
UObs(k)−1∂kUObs(k)

)
dk.

The proof of this result relies on Stokes theorem, and some algebraic manipulations. To lighten
this introduction, we refer the interested reader to [17] for a concise exposition.

There remains the question of how to construct such a homotopy in practice. In [13], the
authors propose to use the matrix power, attempting to construct a continuous logarithm of the
map k1 7→ UObs(k1), i.e. a continuous and periodic map from [0, 1) to the hermitian matrices,
denoted k1 7→ L(k1), such that

UObs(k1) = exp (iL(k1)) ∀k1 ∈ [0, 1].

In practice, a logarithm can be constructed by diagonalizing UObs(k1), and remarking that the
eigenvalues are on the unit circle, hence there exists a unitary matrix V (k1), which can be
chosen continuous with k1 and periodic [51], and phases θ1(k1), . . . , θN(k1), such that

UObs(k1) = V (k1)diag
(
ei2πθ1(k1), . . . , ei2πθN (k1)

)
V ∗(k1).
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The question is therefore whether one can find continuous and periodic phase functions k1 7→
θ1(k1), . . . , k1 7→ θN(k1), satisfying the equation above. Unfortunately, this is not always possi-
ble, since the existence of continuous and periodic phases is determined by the winding number
of each eigenvalue. However, the condition for the existence of a homotopy is only on the
winding number of the determinant. There exists a simple counterexample where a homotopy
exists, but no continuous logarithm can be found, which we present next.

U(s) =

(
ei2πs 0

0 e−i2πs

)
, ∀s ∈ [0, 1].

The winding number of the eigenvalues is ±1, so there is no continuous and periodic logarithm,
and yet, the determinant being identically 1, its winding number is trivial, hence there exists a
homotopy. This counterexample is quite relevant, since it is a typical obstruction matrix path
corresponding to some interesting materials called Z2 topological insulators, an example being
the Kane-Mele model [49].

Contribution 1

In Chapter 2, we provide an alternative method to construct regular Bloch frames that can
be proven to give an initial guess for the Marzari-Vanderbilt optimization process that is con-
tinuous, when that is possible (in the continuum limit of Brillouin Zone sampling). We give
a construction of the homotopy of the obstruction that avoids the problems of the logarithm
method.

Our method is based on a decomposition of the unitary matrix valued map into its columns,
which corresponds to maps to the sphere. Fortunately, the sphere is simply connected, and a
homotopy of a path on the sphere is readily constructed by normalizing a linear interpolation.

This method can be applied successfully to the Kane-Mele model, as shown in Figures 1.8a
and 1.8b, which display selected components of the homotopy k1 7→ T (k1, k2) for k2 = 1, 2
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Figure 1.8: Contraction of the first column of the obstruction, with the initial path in green
(k2 = 1) being deformed to a single point (yellow at k2 = 2

3
then blue at k2 = 1

3
).

1.2.3 Approximation of Wannier functions

As we have seen previously, Wannier functions can be used as a basis to compute tight-binding
models of a perfect crystal. If the system is constituted of multiple layers of 2D perfect crystals
that are weakly coupled, as is the case in Van der Waals heterostructures (see [98] and references
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therein), under the physical assumption that the Wannier functions of the whole system are
close to the Wannier functions of the isolated, one can parameterize an approximate tight-
binding model for the whole system. This is particularly useful in the case of a non-periodic
system, when the different 2D (periodic) crystals have incommensurate lattice parameters (the
ratio of lattice parameters is not a rational number), or an angle that breaks the periodicity
(the cosine, sine of the angle are not rational). Indeed, in that case, the standard computation
methods for perfect crystals, relying on periodicity (through the Bloch transform), require to
approximate the non-periodic system by a periodic one, with a large unit cell, at an increased
computational cost.

Symmetries in crystals

Each perfect crystal is invariant by a group of symmetries, that are a combination of rotations,
reflections and translations, including lattice translations. These groups are called space groups,
and there are only a finite number of them (230 space groups), although they can be represented
in different ways. A general introduction to groups as they are used in physics can be found in
[21].

Consider a crystal with a space group denoted G. Each element g of the group G can
be represented by a pair (R, a), where R ∈ O(d) is an orthogonal matrix, and a ∈ Rd the
translation vector, acting on a point x ∈ Rd as

gx = (R, a)x = Rx + a.

Given a point q ∈ Rd, called a site, the site symmetry group is the subgroup Gq of G that
leaves q invariant, that is, for each (R, a) ∈ G,

g = (R, a) ∈ Gq if and only if Rq + a = q.

We refer the reader to [28] for an in-depth treatment of site symmetry groups.

Symmetry-adapted Wannier functions

It is possible to choose Wannier functions that are adapted to the symmetries of the crystal.
Denote {Wn,q}Nn=1 the set of Wannier functions centered at the site q. The action of an element
g = (R, a) ∈ G on a Wannier function W is, for almost any x ∈ Rd,

(ĝW )(x) = W (R−1(x− a)).

The set of Wannier functions {Wn,q}Nn=1 is said to be symmetry-adapted if for any g = (R, a) ∈
Gq, there exists a unitary matrix U(g) ∈ U(N), such that

ĝWn,q =
N∑
m=1

Umn(g)Wm,q.

This means that the vector space generated by the symmetry-adapted Wannier functions
{Wn,q}Nn=1 centered at the site q is invariant under the site symmetry group Gq. In group
theory, the unitary matrices U(g) are related to the so-called irreducible representations of
the site symmetry group ([28],[21]). Furthermore, one can adapt the numerical construction
introduced by Marzari and Vanderbilt to produce symmetry-adapted Wannier functions. The
curious reader can refer [87] for more on this topic.
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Gaussian Type Orbitals

Gaussian Type Orbitals, that is, gaussians multiplied by polynomials, are a useful set of func-
tions for computations, for which the L2 scalar product of two functions can be computed
analytically. Further, one can build symmetry adapted Gaussian Type Orbitals by applying a
symmetrization procedure (detailed later).

Contribution 2 In Chapter 3, we present a method to approximate symmetry-adapted Wan-
nier functions by symmetry-adapted Gaussian Type Orbitals. These approximate Wannier
functions are then used to compute the reduced Hamiltonian of an aperiodic system, twisted
bilayer graphene, using the lower computational cost of gaussian integrals to reduce the calcu-
lation time.

In Figure 1.9, we show the isosurface plot of a Wannier function of graphene, and its
approximation with our method. The relative approximation error, measured in H1 norm, is
about 2.27%.

Figure 1.9: Original Wannier function (left), and best approximation with H1 norm (right),
isosurface at 1% of maximum value.

1.3 Electronic transport

Until now, we have only considered stationary electronic states. Next, we turn to electronic
transport, the dynamics of electrons subjected to an external electric field.

1.3.1 Description of the system

In this section, we consider a system of independent spinless electrons in a perfect crystal with
lattice R, with one-body Hamiltonian

H =
1

2
(−i∇+A)2 + V,

where A ∈ L4
per(Rd;Rd) and V ∈ L2

per(Rd;R) are R-periodic functions, V is the effective
potential, describing the interaction of the electrons with the nuclei of the crystal, and A is
the magnetic vector potential, which satisfies the Coulomb gauge choice, ∇ · A = 0 in the
sense of distributions. Note that the magnetic vector potential A, which was absent in the
previous sections, is chosen to be periodic. This explicitly excludes the case of a non-zero
uniform magnetic field, which is the necessary condition for the quantum Hall effect (see [53],
[59]). However, our formalism allows for the Quantum Anomalous Hall effect [46].
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We perform our analysis with this particular Hamiltonian, but it can easily be extended to
spin-dependent continuous models, tight-binding models, or 2D materials such as graphene (for
which the physical space is three-dimensional while the periodic lattice is two-dimensional).

1.3.2 Density matrix formalism

In the previous sections, we have described quantum pure states as unit vectors ψ in H. In the
case of many independent electrons, there is an operator formulation which we will use in this
section and the related chapter, with the density matrix.

To give a precise definition, a few prerequisites are in order. For a non-negative bounded
self-adjoint operator A on H, and {en}n≥1 an orthonormal Hilbert basis of H, define the trace
of A by

Tr(A) =
∑
n≥1

〈en, Aen〉,

whose value does not depend on the particular choice of basis. If Tr(A) < ∞, we say that
A is trace class. If A is a bounded self-adjoint operator (without sign), it is trace class if the
non-negative operators 1R+(A)A and −1R−(A)A are trace-class.

The density matrix γ of a system with N independent spinless electrons is a bounded self-
adjoint operator on H, which satisfies Tr(γ) = N . It describes the state of the system, and for
any bounded observable (bounded self-adjoint operator on H) A, the expectation value of A in
the state γ is given by Tr(Aγ).

This definition is readily generalized to a perfect crystal, with Bravais lattice R, and unit
cell Ω, at the cost of considering periodic operators, and replacing the trace by the trace per
unit volume, denoted Tr. For a bounded R-periodic operator A on H, the trace per unit volume
of A is defined by

Tr(A) =
1

|Ω| Tr (1ΩA1Ω) ,

where 1Ω is the characteristic function of the unit cell Ω, with volume |Ω|. Then, a density
matrix γ is a bounded periodic operator satisfying Tr(γ) = N , where N is the number of
electrons per unit cell in the crystal.

The ground state density matrix γ0 (at zero temperature) of the system is the state with
the lowest energy. This condition is satisfied when γ0 = 1(H ≤ εF ), where εF is the Fermi
level, i.e. when γ is the projector onto the eigenstates of energy lower than εF .

We now turn to the dynamics of the density matrix, for which the equivalent of the
Schrödinger equation is the Liouville-von Neumann equation,

i∂tγ = [H, γ], γ(0) = γ0, (1.1)

where H denotes the Hamiltonian operator. Formally, this equation is solved by

γ(t) = exp(−itH)γ0 exp(itH), ∀t ∈ R. (1.2)

The strong formulation (1.1) of the Liouville-von Neumann equation has some domain issues,
because H being an unbounded operator in general, denoting D its domain, it requires that
Ranγ(t) ∈ D for all t. Hence, in the associated chapter, we will use instead its mild formulation
(1.2), since the strongly-continuous unitary group (exp(itH))t∈R circumvents domain issues.

1.3.3 Transport equation: perturbation by an electric field

If a crystal is subjected to an external electric field, one expects that the electrons (if they are
“free” in some sense) while be set in motion and generate a current. How does this simple,
classical picture translate to the quantum picture?
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There are different types of crystals, classified by the form of their band diagram around
the Fermi level, which determines the behavior of their electrons when perturbed by an electric
field. As we have remarked in a previous section, a perfect crystal is called an insulator if its
Fermi level lies within a gap between its bands, and the gap is large (more than about 3 eV).
If the gap is smaller, the material is called a semi-conductor, which has useful properties that
we do not consider in this analysis. On the other hand, if the Fermi level crosses the bands,
and the intersection is not degenerate (forming a surface), then the crystal is a metal. If, on
the other hand, the intersection is degenerate, e.g. constituted by a set of isolated points, then
the material is a semi-metal. An example of this is graphene, a 2D crystal with a honeycomb
lattice of carbon atoms, where the bands present a conical singularity(a Dirac cone) at the
Fermi level, crossing at so-called Dirac points (see Figure 1.10).

Figure 1.10: A simple model of Graphene, with conical singularities at the Dirac points.

A uniform electric field E = εeβ, where eβ is the vector giving the direction of the field,
and ε a parameter defining its strength, can modify the Hamiltonian of the system in two
equivalent ways: an electrostatic potential, and a time-dependent vector potential. This is a
result of Maxwell’s equations, which give the electric field produced by a scalar potential VE
and a time-dependent vector potential AE as

E = −∇VE − ∂tAE.

Hence, for the gauge choice VE = εxβ,AE = 0 one can obtain the Hamiltonian of the system,

Hε
β =

1

2
(−i∇+A)2 + V − εxβ.

We study the evolution of the density matrix for a system starting in the ground state
γ0 = 1(H ≤ εF ) (the equilibrium without an electric field), and for t > 0, the dynamics given
by the Hamiltonian Hε

β,

γεβ(t) = exp
(
−iHε

βt
)
γ0 exp

(
iHε

βt
)
, ∀t ≥ 0.

Using the choice of gauge VE = 0 and AE = −εeβt, we obtain the alternative, but equivalent
Hamiltonian

H̃ε
β(t) =

1

2
(−i∇+A− εeβt)2 + V.
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The equivalence is understood introducing the change of electromagnetic gauge operator Gq,
for some q ∈ Rd, a unitary multiplication operator on L2(Rd), defined by

∀u ∈ L2(Rd), (Gqu)(x) = eiq·xu(x), for a.a. x ∈ Rd.

Then, one can show that, for any t ∈ R,

H̃ε
β(t) = GεteβH

ε
βG
∗
εteβ

.

Because H̃ε
β(t) does not break periodicity, in the proofs, we will use both Hamiltonians, and

the associated density matrices.
To measure the electrical current, we introduce the current operator Jα in the direction eα

(and in the gauge AE = 0), defined by

Jα = −(−i∇+A) · eα.
This operator contains the momentum of the electrons p̂ = (−i∇+A), multiplied by the charge
of the electron, q = −1 in atomic units. The system at time t is described by the density matrix
γεβ(t), hence the electrical current per unit volume is given by

jεα,β(t) = Tr(Jαγ
ε
β(t)).

We will consider only the motion of electrons in the limit of “weak” external electric fields,
that is, ε � 1, and compute a first order expansion of the current, relying on two established
approaches: adiabatic theory and linear response. Adiabatic theory characterizes the evolution
of a system driven by a time-dependent Hamiltionian, such as H̃ε

β(t) that is slowly varying
in time. Linear response theory studies the first order perturbation of a system in which a
small additional term has been implemented in the Hamiltonian, as in Hε

β. We define the
time-averaged conductivity

σα,β = lim
t→∞

1

t

ˆ t

0

lim
ε→0

jεα,β(t′)

ε
dt′,

which is the linear response coefficient (when it is finite) of the current in the limit ε → 0.
Since there is no dissipation in our model, the linear response to the stepwise introduction of a
perturbation can be oscillatory, and averaging in time might be necessary.

Contribution 3: In Chapter 4, we develop a unified framework to compute transport prop-
erties of electrons in various materials, based on the tools described in this introduction. In
particular, we show that:

• For insulators, the time-averaged conductivity σα,β has a finite value, which is zero in
longitudinal directions, and, for 2D materials, is proportional to the Chern number in the
transverse direction (quantum anomalous Hall effect).

• For metals, when t � ε−1, the electrons are in the ballistic regime, and the current
increases linearly: jεα,β(t) ≈ Dα,βεt. Under some additional assumptions on the Bloch

bands, the current displays Bloch oscillations of order 1 when ε−1 � t� ε−1log(ε−ζ) for
some small enough ζ > 0.

• For time-reversible 2D semimetals such as graphene, the time-averaged conductivity σα,β
defined in (4.7) has a finite value equal to 1

16
eα · eβ times the number of Dirac points in

the Brillouin zone.

A numerical application for the Haldane model [46] in the linear response regime (ε = 10−6,
t � 1

ε
) is presented in Figure 1.11. We also investigate the Bloch oscillations regime ε �

1, 1
ε
� t in Figure 1.12.
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(a) Normal insulator phase, longitudinal current.
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(b) Chern insulator phase, transverse current.
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(d) Graphene phase.

Figure 1.11: Instantaneous conductivity
jεα,β(t)

ε (solid line) and running average 1
t

´ t
0

jεα,β(t′)

ε dt′ (dotted
line) for several phases, in the linear response regime (ε = 10−4, t� 1

ε ).
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Figure 1.12: Instantaneous conductivity
jεα,β(t)

ε in the Bloch oscillations regime (ε = 10−2, 1
ε � t).
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Chapter 2

Numerical construction of Wannier
functions through homotopy

This work was done in collaboration with David Gontier and Antoine Levitt.

Abstract

We provide a mathematically proven, simple and efficient algorithm to build localised Wan-
nier functions, with the only requirement that the system has vanishing Chern numbers. Our
algorithm is able to build localised Wannier for topological insulators such as the Kane-Mele
model. It is based on an explicit and constructive proof of homotopies for the unitary group.
We provide numerical tests validating the methods for several systems, including the Kane-Mele
model.

2.1 Introduction

The occupied states of a periodic model of independent electrons are described by Bloch waves,
which are (delocalised) modulated plane waves. Wannier functions are localised combinations of
Bloch waves that span the occupied space. Due to the gauge freedom for the Bloch waves, Wan-
nier functions are non-unique, and their localisation properties depend strongly on the choice
of gauge. A specific gauge choice ensuring localisation was made in [67]. These maximally-
localised Wannier functions (MLWF) are useful as a conceptual tool, to interpret bonding and
polarisation in crystals [52], as well as a numerical tool, to construct effective tight-binding
models [67] and compute exact exchange terms [106]. Methods to construct these MLWFs en-
able their routine use as a post-processing of density functional theory computations in solids.
We refer to [66] for a review on applications.

The existence of localised Wannier functions for insulators is not guaranteed. Through the
Bloch transform, it is equivalent to the following problem: given a smooth family of rank-N
projectors P (k) defined on the d-dimensional torus Td, can we find a smooth Bloch frame repre-
senting the range of P (k), i.e. a set ofN orthogonal smooth functions u(k) := (u1(k), . . . , uN(k))
on Td such that RanP (k) = Spanu(k) for all k ∈ Td. If it is indeed possible, then the inverse
Bloch transform of u(·, x) yields localised Wannier functions.

In dimensions d ≥ 2, such problems involve a competition between local smoothness and
global periodicity. This is because the space RanP (k) might twist with k, analogous to the
twisting of the tangent space of a Möbius strip. Accordingly, there might be topological obstruc-
tions to finding such a Bloch frame. These obstructions are characterised by Chern numbers
(one number in d = 2, three numbers in d = 3). In dimension 2 and 3, it is possible to construct
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localised Wannier functions if and only if the Chern numbers vanish [10, 78]. In systems with
time-reversal symmetry, one has the additional property that

(TRS) P (−k) = θP (k)θ−1, where θ is an anti-unitary operator.

This implies that all Chern numbers vanish, and it is therefore possible to construct Wannier
functions for such systems. By constrast, Chern insulators (a simple model of which is the
Haldane model [?]), characterised by a broken time-reversal symmetry and non-trivial Chern
invariants, can not support localised Wannier functions.

A further distinction appears depending on the type of time-reversal symmetry: bosonic
(BTRS, occuring for instance in electrons whose spin degrees of freedom are neglected) or
fermionic (FTRS, when spin-orbit coupling is present). Mathematically, these different types
are characterised by θ2 = 1 (BTRS) or θ2 = −1 (FTRS). In the FTRS case, but not in the
BTRS case, a further topological obstruction appears when trying to find Wannier functions
respecting the natural symmetry of the problem [36]. In d = 2, there are two classes of systems:
those for which one can find localised symmetric Wannier functions and those for which this is
not possible. This is reflected by the Z2-valued Fu-Kane-Mele invariant [37]. Physically, this
appears as symmetry-protected edge states.

In the common case of BTRS (when spin-orbit coupling is ignored and electrons pairs
can be considered as spinless particles), several algorithms exist to compute localised Wannier
functions. The most popular one was introduced by Marzari and Vanderbilt [67]. This optimises
the locality of Wannier functions, starting from an initial guess. This algorithm is able to
yield exponentially localised Wannier functions [80], but depends strongly on the choice of the
initial guess. Recent advances, based on the use of matrix logarithms [13], selected columns
of the density matrix (SCDM [22, 23]) or an extended set of projections [74], provide ways to
automatically construct initial projections, without any specific physical input.

However, in the topologically non-trivial FTRS case, such as the Kane-Mele model of topo-
logical insulators, substantial difficulties appear. Since no symmetric Bloch frame can exist,
algorithms that do not explicitly break this symmetry fail. This means that the initial guess
for the method of [67] has to break this symmetry manually, which often proves challenging in
practice. In the method of [13], this manifests as a crossing of eigenvalues, making the loga-
rithm ill-defined (see Appendix of [13]). In the SCDM method, this appears as a loss of rank,
unless a system-specific choice of columns is imposed [63].

The goal of this paper is to provide an automatic method that constructs localised Wannier
functions even in the FTRS case. Our method is based on a standard reduction of the problem
of finding Wannier functions to that of finding homotopies in the unitary group U(N). This
problem was solved using matrix logarithms in [13], and using a multi-step logarithm based on
a perturbation argument in [18, 19]. In this paper, we instead use a iterative method where
the columns of the unitaries are contracted one by one. This method, which is natural and
robust, implements an idea hinted at, but not detailed, in [35, p.81]. Unlike the similar method
of [18, 19], it does not exploit the eigenstructure, which proves unstable in practice.

We emphasise that methods to construct Wannier functions specifically for the case of Z2

insulators were proposed in [89], [90], [105] and [75]. These methods however require model-
specific information, while our method is completely automatic.

The paper is organised as follows. We present in Section 2.2 the definition of Wannier
functions, and the equivalence between localised Wannier functions and smooth Bloch frames.
Then, we recall in Section 2.3 the standard reduction from the problem of finding smooth
Bloch frames to that of finding homotopies of unitary matrices. We explain in Section 2.4 the
difficulties of this problem and our solution, which we illustrate numerically in Section 2.5.
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2.2 From Wannier functions to Bloch frames

2.2.1 The Schrödinger equation in crystals

The goal of Wannier functions is to represent the subspace of occupied orbitals of a d-dimensional
periodic Hamiltonian H with localised functions. More specifically, we consider a d-dimensional
periodic crystal described by a lattice R ∼ (2πZ)d. We denote by A ∼ Rd/(2πZ)d its unit cell,
by R∗ ∼ Zd its reciprocal lattice, and by B ∼ Rd/Zd the reciprocal unit cell, also called the
Brillouin zone. The behaviour of independent electrons (or electrons in mean-field approaches
such as Kohn-Sham density functional theory) is described by the linear Schrödinger operator
H, given by

H = −1

2
∆ + V, acting on L2(Rd,C),

where V is a (sufficiently well-behaved) R-periodic potential modelling the external (mean-
field) potential. Here, we dropped the spin variable for simplicity, as it plays no role in the
argument.

As H commutes with R-translations, it follows from Bloch-Floquet theory [86] that H is
described with its fibers H(k), which, in our case, are operators acting on R-periodic functions,
and given by

H(k) =
1

2
(−i∇+ k)2 + V acting on L2(A,C).

For all k ∈ B and K ∈ R′, the operators H(k) and H(k +K) are unitarily equivalent:

H(k +K) = τKH(k)τ ∗K with τK(u)(x) := e−iK·xu(x). (2.1)

The operators Hk have a compact resolvent, with eigenvalues ε1,k ≤ ε2,k ≤ · · · going to infinity.
The functions k 7→ εn,k are continuous and R′-periodic. We assume in the sequel that there is
a gap g > 0 such that

∀k ∈ B, εN+1,k − εN,k ≥ g

where N ∈ N∗ is the number of electrons per unit cell. In this case, the operators H(k) have a
spectral gap, and we can define the projector P (k) := 1(H(k) ≤ εN,k + g/2). This projector is
of rank N , it is smooth with respect to k and satisfies the quasi-periodic conditions

P (k +K) = τKP (k)τ ∗K .

The projector on the occupied states P is the operator acting on L2(Cd,C), whose Bloch fibers
are P (k).

2.2.2 Bloch frames and localisation of Wannier functions

We say that u(k) := (u1(k), · · · , uN(k)) ∈ (L2(A,C))
N

is a Bloch frame for P (k) if, for all
k ∈ Rd, u(k) is an orthonormal family spanning the range of P (k), and if u(k + K) = τKu(k)
for all K ∈ R∗. The Wannier functions are then defined for 1 ≤ n ≤ N and R ∈ R as

wn,R(x) :=
1

|B|

ˆ
B
eik·(x−R)un(k, x)dk. (2.2)

We have wn,R(x) = wn,0(x−R). Moreover, as the family {un(k)}1≤n≤N is an orthonormal basis
of RanP (k), the family {wn,R}1≤n≤N,R∈R is orthonormal in L2(Rd,C), and spans the range of
P . Finally, if furthermore the map k 7→ un(k) is smooth, then the functions wn,R are localised,
as can be seen by integrating by part (2.2).
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We deduce that the existence of localised Wannier functions is equivalent to the existence of
a smooth frame u for P . In other words, we have reduced the problem of constructing localised
Wannier functions to that of the following problem: given a smooth map of rank-N projectors
k ∈ Rd 7→ P (k) satisfying P (k + K) = τKP (k)τ ∗K for K ∈ R∗, can we find a smooth frame
u(k) for P (k) which satisfies u(k +K) = τKu(k)?

2.2.3 Symmetries and topology

The existence of smooth Bloch frames (and therefore, of localised Wannier functions) in dimen-
sion d ≥ 2 is not automatic, and depends on the topological properties of the Bloch bundle
[10]. In dimension 2 and 3, the existence of localised Wannier functions is equivalent to the
vanishing of topological invariants known as Chern numbers (one number in dimension d = 2,
and three numbers in dimension d = 3).

In the important case where the map k 7→ P (k) satisfies the extra time-reversal symmetry
(TRS), that is

P (−k) = θP (k)θ−1, with θ antiunitary, (2.3)

then these Chern numbers always vanish, and a smooth frame, together with its corresponding
localised Wannier functions, always exists in dimension d < 3 [76, 78].

In the context of Schrödinger operators, condition (2.3) is satisfied with θu := u the complex
conjugation operator. This operator is of bosonic type, squaring to 1. If we start instead of
H = −1

2
∆ +V with a Hamiltonian including spin-orbit coupling, we obtain a TRS of fermionic

type, with an operator θ squaring to −1. In the case of FTRS, it is not always possible to
build localised Wannier functions that additionally respect a natural symmetry condition [36],
causing many natural algorithms to fail.

Remark 2.2.1. The existence of a smooth and quasi-periodic Bloch frame is a topological prop-
erty. A consequence of the topological nature of the problem for our purposes is that, provided
sufficient regularity on k 7→ H(k), if a continuous and quasi-periodic Bloch frame exists, then
it can be lifted to a smooth and quasi-periodic one. Hence, in what follows, we will restrict
ourselves to constructing continuous frames, as this can be regularised later, theoretically by
the arguments in [35] and numerically by using the Marzari-Vanderbilt procedure [66].

2.3 From Bloch frames to homotopies

2.3.1 Parallel transport

An important notion that we use throughout the proof is parallel transport. We recall in this
section the main properties of parallel transport, and explain how to solve it numerically.

Consider a smooth family of orthogonal projectors [0, 1] 3 t 7→ P (t), where P (t) is a rank-N
projector acting on some Hilbert space H. Let u(0) = (u1(0), . . . , um(0)) ∈ Hm be any set of
m vectors in RanP (0), with m ≤ N . Then the solution to the ordinary differential equation

u′(t) = [P ′(t), P (t)]u(t), with u(t = 0) = u(0) (2.4)

satisfies

(u∗u)′(t) = (u∗)′(t)u(t) + u∗(t)u′(t) = u∗ (− [P ′(t), P (t)] + [P ′(t), P (t)])u = 0

and

(u∗Pu)′ (t) = u∗(t) (− [P ′(t), P (t)]P (t) + P ′(t) + P (t) [P ′(t), P (t)])u(t)

= u∗(t) (−P ′(t)P + P (t)P ′(t)P (t) + P ′(t) + P (t)P ′(t)P (t)− P (t)P ′(t))u(t)

= 0,
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where we used the fact that P 2(t) = P (t), which first leads to P (t)P ′(t) + P ′(t)P (t) = P ′(t),
then to P (t)P ′(t)P (t) = 0. It follows that u(t) is an orthonormal set of vectors in RanP (t) for
all t ∈ [0, 1]. In particular, one can simplify (2.4) with

u′(t) = P ′(t)P (t)u(t)− P (t)P ′(t)u(t) = P ′(t)u(t)− P (t)P ′(t)P (t)u(t) = P ′(t)u(t),

where we used the fact that P (t)u(t) = u(t), and again the equality P (t)P ′(t)P (t) = 0. This
gives the following orthogonality-preserving discretisation scheme. We assume that we are given
P (ti) for 0 = t0 ≤ t1 ≤ · · · ≤ tI = 1, and u(0) an orthonormal family in the range of P (0).
Then we set ũti+1

= P (ti+1)uti ,

uti+1
= ũti+1

[
ũ∗ti+1

ũti+1

]−1/2

.
(2.5)

This is a convergent discretisation of (2.4), in the sense that when the spacing supi ti+1 − ti
converges to zero, uti converges to u(ti).

2.3.2 Obstruction matrices and homotopy

In this section, we explain how to reduce the problem of constructing a smooth Bloch frame
in d dimensions to that of finding a (d − 1)-homotopy of unitary matrices in U(N). This is
a standard construction that was used in several articles (for instance, [13, 90] and references
therein). We proceed by induction on the dimension d = 1, 2, 3.

Construction for d = 1

In dimension d = 1, we are given a smooth family of projectors P (k1) with k1 ∈ [0, 1], which
satisfies the quasi-periodic condition P (1) = τ1P (0)τ ∗1 . We choose an arbitrary orthonormal
basis ũ(0) of RanP (0). We then use parallel transport (2.4) to construct a smooth frame ũ(k1)
for P (k1), for all k1 ∈ [0, 1]. The problem is that ũ(1) is not equal to τ1ũ(0) a priori. Still, they
both form an orthonormal basis of RanP (1) = RanP (0), and therefore are related by a unitary
matrix Vobs ∈ U(N), called the obstruction matrix:

ũ(1) = (τ1ũ(0))Vobs

Since Vobs ∈ U(N), there is a anti-hermitian matrix L such that Vobs = exp(L). We then set

u(k1) := ũ(k1) exp(−k1L).

By construction, k1 7→ u(k1) is smooth on [0, 1], and satisfies u(1) = τ1u(0) as wanted. The
continuous map k1 7→ u(k1) can be smoothed out following Remark 2.2.1. This gives the desired
Bloch frame for d = 1.

Construction for d = 2

The construction in two dimensions relies on the previous one-dimensional construction. We
assume that we are given a smooth family [0, 1]2 3 (k1, k2)→ P (k1, k2) of operators satisfying
P (k +K) = τKP (k)τ ∗K for all K ∈ R∗.

First, we use the previous d = 1 construction on the segment k2 = 0, and get a smooth and
quasi-periodic frame ũ(k1, 0) for the family of projectors [0, 1] 3 k1 → P (k1, 0). Now for every
k1 ∈ [0, 1], we parallel transport the frame u(k1, 0) along the second direction, to produce a
frame ũ(k1, k2) on [0, 1]2. The frame is continuous, and satisfies ũ(1, k2) = τ(1,0)ũ(0, k2) for all
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k2 ∈ [0, 1]. However, there may be a mismatch on the k2-boundary: for all k1 ∈ [0, 1], there is
Vobs(k1) so that

ũ(k1, 1) = (τ(0,1)ũ(k1, 0))Vobs(k1)

In addition, since ũ(1, 0) = τ(1,0)ũ(0, 0) and = ũ(1, 1) = τ(1,0)ũ(0, 1), we have Vobs(0) = Vobs(1).
The map k 7→ Vobs(k) is periodic, continuous and piecewise smooth on R, and can be seen as
a loop T1 → U(N). We recall the following well-known fact.

Proposition 2.3.1. Let T1 3 k 7→ V (k) ∈ U(N) be a continuous and piecewise smooth loop in
U(N). The two following assertions are equivalent:

1. The winding number W (detV ) of the determinant of V vanishes, where

W (detV ) :=
1

2π

ˆ 1

0

1

det(V (k))
det(V (k))′dk =

1

2π

ˆ 1

0

Tr(V ∗(k)V ′(k))dk. (2.6)

2. There is a homotopy from V (·) to IN , that is a piecewise smooth map T1× [0, 1] 3 (k, t) 7→
V (k, t) ∈ U(N) which satisfies

∀k ∈ T1, V (k, 0) = V (k) and V (k, 1) = IN .

In the next section, we give a constructive proof of this fact, in the sense that if the winding
number vanishes, we construct algorithmically the homotopy V . In our case, it can be further
shown (see [35]) that W (detVobs) equals the Chern number of P (k1, k2). According to this
proposition, and assuming that W (detVobs) = 0, there is a homotopy Vobs(k1, t) from Vobs to
IN . We finally set

u(k1, k2) := ũ(k1, k2)Vobs(k1, k2).

By construction, this Bloch frame is continuous and satisfies the quasi-periodic boundary con-
dition. It can be smoothed out following Remark 2.2.1.

Construction for d = 3

The extension to the third dimension is identical. First, use the d = 2 procedure on the face
k3 = 0, i.e. on {(k1, k2, 0) , (k1, k2) ∈ [0, 1]2}, to obtain a Bloch frame ũ(k1, k2, 0) on this
face. According to the previous section, this is possible if and only if the winding number of
the obstruction on this face vanishes. Then, we parallel transport this frame along the third
dimension and get ũ(k1, k2, k3). We obtain another obstruction matrix Vobs(k1, k2) ∈ U(N),
such that

∀k1, k2 ∈ [0, 1]2, ũ(k1, k2, 1) = (τ(0,0,1)ũ(k1, k2, 0))Vobs(k1, k2).

As before, we have Vobs(0, k2) = Vobs(1, k2) and Vobs(k1, 0) = Vobs(k1, 1), and so Vobs can be seen
as a map from T2 to U(N). In the sequel, we prove the following classical result, which is the
2-dimensional counterpart of Proposition 2.3.1

Proposition 2.3.2. Let T2 3 (k1, k2) 7→ V (k1, k2) ∈ U(N) be a continuous and piecewise
smooth surface in U(N). The two following assertions are equivalent:

1. The winding numbers W (detV (·, 0)) and W (detV (0, ·)) both vanish;

2. There is a 2-homotopy from V to IN , that is a smooth map T2 × [0, 1] 3 (k1, k2, t) 7→
V (k1, k2, t) ∈ U(N) which satisfies

∀k1, k2 ∈ T2, V (k1, k2, 0) = V (k1, k2) and V (k1, k2, 1) = IN .
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If the assertions are satisfied for our map Vobs(k1, k2), there is a 2-homotopy Vobs(k1, k2, t)
that contracts Vobs to IN , and we set

u(k1, k2, k3) := ũ(k1, k2, k3)Vobs(k1, k2, k3)

to obtain the final Bloch frame.
As in the d = 2 case, the three winding numbers appearing in the construction correspond

to the three Chern numbers.

Remark 2.3.3. This construction process extends trivially to dimensions d > 3, but the analogue
of Propositions 2.3.1 and 2.3.2 are no longer true, and an additional obstruction (the second
Chern class) appears.

It remains to explain our constructive proof of Propositions 2.3.1 and 2.3.2. This is the
topic of the next section.

2.4 Constructive homotopies in the unitary group

In this section, we describe a simple and efficient algorithm to construct 1-homotopies and
2-homotopies in U(N). We first examine how the logarithm algorithm in [13] fails for simple
systems such as the Kane-Mele model. We then explain our algorithm in the context of 1-
homotopies, and then extend our result for 2-homotopies.

2.4.1 Logarithm algorithm

Let T1 3 k 7→ V (k) ∈ U(N) be a smooth loop. A very natural approach, that was used in [13],
is to find a global logarithm for V (k), that is a smooth loop L(k) of anti-hermitian matrices
such that

V (k) = exp (L(k)) , ∀k ∈ [0, 1].

If such a logarithm exists, then a homotopy from V (k) to IN is given by

∀k ∈ T1,∀t ∈ [0, 1], V (k, t) = exp ((1− t)L(k)) .

The authors of [13] then proposed to work with the eigenvalues of U(k), to find a continuous
phase for each on. However, even if the winding number W (detV ) vanishes, this approach can
fail, as shown by this simple example

Example 2.4.1. Consider the analytic and periodic matrix path

V (k) =

(
exp(2iπk) 0

0 exp(−2iπk)

)
Here, it is impossible to find a logarithm of the path that is continuous and periodic on [0, 1],
since each eigenvalue has a winding number, hence receives a phase increment of ±2π respec-
tively when going from 0 to 1.

The case of eigenvalues having a winding number appears in practice for systems with
fermionic time-reversal symmetry such as the Kane-Mele model in its QSH phase (see Section
2.5.1). In Figure 2.1, we display the eigenvalues of the obstruction matrix for a representative
set of parameters. Here, the determinant is identically 1. Hence, we know that a homotopy
does exist, but the logarithm method fails to construct it.

A similar method, proposed in [19], is to introduce a small perturbation in order to avoid
eigenvalue crossings, which makes each winding number trivial, and look for a family of loga-
rithms satisfying

V (k) = eL1(k)eL2(k) . . . eLN (k),
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Figure 2.1: Eigenvalues of the obstruction for the Kane-Mele model

where Li(s), i ∈ 1 . . . N are anti-Hermitian. However, small perturbations of eigenvalues can
introduce large changes in the eigenvectors, and hence produce a continuous but irregular path,
which makes this method algorithmically difficult to implement.

2.4.2 Column interpolation method

From the counter-example given in Example 2.4.1, we see that constructing a homotopy of uni-
tary matrices based from their eigenvalues may fail, as these can wind. In our method, instead
of contracting eigenvalues, we rather contract the columns of V (k) one by one. Algebraically,
this corresponds to exploiting the fibration

U(N − 1)→ U(N)→ S2N−1,

which was suggested (but not explored further) in [35, p.81].
let T1 3 k 7→ V (k) ∈ U(N) be a smooth map. We write V (k) = (v1(k), . . . , vN(k)) where

vn(k) ∈ S2N−1 is the n-th column of V (k). Our strategy is to first contract the columns vn(k)
iteratively to a fixed column vn, ensuring that they stay orthonormal, and then homotopise
V = (v1, . . . , vN) to the identity.

Let us assume that at step 1 ≤ n ≤ N , we have found how to contract the first n − 1
columns to some fixed vectors: we have constructed n− 1 smooth maps of orthonormal vectors
v1(k, t), . . . , vn−1(k, t) such that vj(k, t = 0) = vj(k) and vj(k, t = 1) = vj. We denote by

Pn−1(k, t) := IN −
n−1∑
j=1

|vj(k, t)〉〈vj(k, t)|,

the projection on the orthogonal of this family, of rank N −n+ 1. By hypothesis, at t = 1, the
projectors Pn−1(k, t = 1) are equal to a constant projector Pn−1.

We now contract the n-th column vn(k, t) to a fixed column vn ∈ RanPn−1 while satisfying

vn(k, t) ∈ RanPn−1(k, t) for all k, t ∈ T1 ∪ [0, 1]. This ensures that the constructed map for
the n-th column is orthogonal to the previously constructed ones. First, for all fixed k ∈ T1,
we parallel transport the orthogonal family (vn(k), · · · , vN(k)) with respect to Pn−1(k, ·), and
obtain a smooth family of orthonormal frames (ṽn(k, t), · · · , ṽN(k, t)) for k, t ∈ T1 × [0, 1]. At
this point, ṽn(k, t = 1) forms a non-trivial loop in RanPn−1. We now contract this to a single
vector vn, distinguishing two cases, depending on whether ṽn(k, t = 1) can or cannot cover the
whole of the unit sphere in RanPn−1.

37



Case n < N . When n < N , the unit sphere in RanPn−1 is a manifold of real dimension
2(N − n) + 1 ≥ 3. The family {ṽn(k, t = 1)}k∈T1 describes a piecewise smooth loop on that
manifold, and from Sard’s lemma it follows that there exists a vector vn ∈ S2N−1 ∩ RanPn−1

such that −vn does not belong to the loop {ṽn(k, t = 1)}k∈T1 (see Remark 2.4.2).
For all k ∈ T1, the family (ṽn(k, 1), · · · , ṽN(k, 1)) is a basis of Pn−1, so there exist (smooth)

coefficients c(k) := (cn(k), . . . , cN(k)) ∈ CN−n+1 with |c(k)| = 1 such that

∀k ∈ T1, vn =
N∑
j=n

cj(k)ṽj(k, 1).

The map T1 3 k 7→ c(k) is a loop on the sphere S2(N−n)+1. In addition, since −vn never
touches the loop {ṽn(k, t = 1)}k∈T1 , c(k) never touches the vector −e1 := (−1, 0, · · · , 0). We
can therefore contract the loop c(k) to e1 on S2(N−n)+1 with the explicit contraction

c(k, t) :=
tc(k) + (1− t)e1

‖tc(k) + (1− t)e1‖
, (2.7)

which is a well-defined smooth map from T1×[0, 1] to S2(N−n)+1. This contraction of coefficients
directly translates into a contraction of vn(k) to vn by setting

vn(k, t) :=
N∑
j=n

cj(k, t)ṽj(k, t).

By construction, vn(k, t) is a normalised vector which is orthogonal to (v1(k, t), . . . , vn−1(k, t))
for all k, t ∈ T1 × [0, 1]. This concludes the construction in this case.

Remark 2.4.2. In theory, almost every vn gives rise to a continuous gauge, since the forbidden
set {−ṽn(k, 1)}k∈T1 is of zero measure in vn ∈ S2N−1 ∩ RanPn−1. In practice however, it is
important to choose it such that ‖ṽn(k, 1) + vn‖ is not too small. Therefore, we draw several
random or well-chosen points pj ∈ S2N−1, which we project on Pn−1 and normalise. We then
pick

vn := arg max
j

min
k∈T1
‖ṽn(k, 1) + pj‖.

This ensures that the denominator in (2.7) is not too close to zero.

Case n = N . For the last vector, i.e. when n = N , the previous construction can fail because
ṽN(k, t = 1) can cover the whole of the unit sphere in RanPn−1. We therefore follow a different

route. For all k ∈ T1, the vector ṽN(k, t = 1) always lies in the same one-dimensional subspace.
In particular, there is a piecewise smooth phase φ : [0, 1]→ R so that

∀k ∈ [0, 1], ṽN(k) = vNe
iφ(k) with vN := ṽN(0) (for instance).

By periodicity, one must have φ(1) = φ(0) + 2πm with m ∈ Z. This gives

m =
1

2π
(φ(1)− φ(0)) =

1

2π

ˆ 1

0

φ′(k)dk =
1

2πi

ˆ 1

0

〈
ṽN(k),

d

dk
ṽN(k)

〉
dk.

We set Ṽ (k, t) := (v1(k, t), . . . vN−1(k, t), ṽN(k, t)) ∈ U(N). This is a smooth deformation

between V (k) at t = 0 and Ṽ (k, 1) = (v1, . . . vN−1, ṽN(k, 1)) at t = 1. Also, we have〈
ṽN(k),

d

dk
ṽN(k)

〉
= Tr

(
Ṽ (k, 1)∗

d

dk
Ṽ (k, 1)

)
dk.
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This leads to

m =
1

2πi

ˆ 1

0

Tr

(
Ṽ (k, 1)∗

d

dk
Ṽ (k, 1)

)
dk = W

(
det Ṽ (·, 1)

)
= W (detV (·)), (2.8)

where we recall that W (·) was defined in (2.6), and where we used the fact that the winding

number is not affected by a smooth deformation: W
(
Ṽ (·, t)

)
does not depend on t. We con-

clude that can contract the vector ṽN to vN if and only if m = 0, or equivalently if W (detV ) = 0.
In this case, an explicit contraction is given by

vN(k, t) = ṽN(k, t)e−itφ(k).

Last step. At this point, we have algorithmically constructed a smooth map T1 × [0, 1] 3
(k, t) 7→ V (k, t) ∈ U(N) such that V (k, t = 0) = V (k) and V (k, t = 1) = V := (v1, · · · , vN). To
get a contraction to the identity matrix IN , we write V = exp(L), where L is anti-hermitian,
and we take as our final homotopy

(k, t) 7→ V (k, t)e−tL.

This concludes our constructive proof for Proposition 2.3.1.

Remark 2.4.3. In our algorithm, we have tried to make the homotopy as smooth as possible.
This means that we avoid composing homotopies sequentially, which is inefficient numerically,
and that we wish that the method reduces to the logarithm method in the case where V (k)
is constant (where we know that the logarithm gives the geodesic in U(N) and therefore the
most efficient path). If that is not a concern, then a simpler version of the algorithm can
be given. After the first column is homotopised to a column v1, this vector can further be
deformed to e1, and therefore we can assume that v1 = e1. This implies that the homotopy

Ṽ (k, t) := (v1(k, t), ṽ2(k, t), . . . , ṽN(k, t))) satisfies V (k, 0) = V (k) and

Ṽ (k, 1) =


1 ṽ1,2(k, 1) · · · ṽ1,N(k, 1)
0 ṽ2,2(k, 1) · · · ṽ2,N(k, 1)
...

... · · · ...
0 ṽ2,N(k, 1) · · · ṽN,N(k, 1)

 =:

(
1 0
0 V1(k)

)
,

where we used the fact that Ṽ (k, 1) is unitary, so that ṽ1,2(k, 1) = · · · = ṽ1,N(k, 1) = 0. We have
reduced the homotopy problem in U(N) to the homotopy problem in U(N − 1), and therefore
solve the problem by induction on N , using the case n = N above to treat the base step.

Remark 2.4.4 (Parallelisability of the sphere). In the case N = 2, we can use the identification
of SU(2) with S3 given by (

a −b∗
b a∗

)
7→
(
a
b

)
to simplify the algorithm, as done in [35]. More generally, if given a vector x ∈ {z ∈ CN , |z| = 1}
we had a systematic way to build an orthogonal basis of the (complex-)orthogonal x⊥ in a
way that is smooth with respect to x, we could exploit that in our algorithm. This is easily
achieved in dimension 2 by the mapping (a, b) 7→ (−b∗, a∗). However, this is impossible when
N = 3 (because this would imply the parallelisability of the 5-dimensional sphere, which is
false). We therefore have to follow a different route, using parallel transport to build this basis
incrementally.
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Extension for 2-homotopies

We now consider the case of 2-homotopies, and we want to contract a map T2 3 (k1, k2) 7→
V (k1, k2) ∈ U(N). Following the same iterations as in the previous section, we see that at
step n < N , the n-th column ṽ(k1, k2, t = 1) defines a 2-dimensional sub-manifold on S2N−1 ∩
RanPn−1 of dimension 2(N − n) + 1 ≥ 3, and we can find vn so that vn does not belong to this
sub-manifold. We then follow the same steps.

For the last step n = N , there is a smooth phase function T2 3 (k1, k2) 7→ φ(k1, k2) such
that

∀k1, k2 ∈ [0, 1]2, ṽN(k1, k2, 1) = vN exp(iφ(k1, k2)) with vN := ṽN(0, 0, 1) for instance.

By periodicity and continuity, there is m1,m2 ∈ Z such that φ(k1 + 1, k2) = φ(k1, k2) + 2πm1

and φ(k1, k2 + 1) = φ(k1, k2) + 2πm2. As in (2.8), we find

∀k2 ∈ T1, m1 = W (detV (·, k2)) and ∀k2 ∈ T1, m2 = W (detV (k1, ·)).

If both number vanish, then a contraction is given by vn(k1, k2, t) := ṽn(k1, k2, t) exp(−itφ(k1, k2)).
The constructive proof of Proposition 2.3.2 follows.

Remark 2.4.5. This proof fails for 3-homotopies. The reason is that with N = 2, the first
vector of T3 3 (k1, k2, t3) 7→ V (k1, k2, t3) ∈ U(2) is now a 3-dimensional sub-manifold in S3,
hence can wrap the whole sphere S3. It can be contracted to a point only if the second Chern
class vanishes.

2.5 Numerical results

In this section, we apply the constructive method outlined above to the case of the Kane-Mele
model (d = 2), and silicon (d = 3). We discretise the Brillouin zone with equispaced points
(the Monkhorst-Pack grid). At each discrete point k, we diagonalise H(k) and obtain the
eigenvectors (un,k)1≤n≤N corresponding to the N lowest eigenvalues of H(k). We then seek a
unitary matrix Um,n(k) that makes u′n(k) =

∑
1≤m≤N umkUmn(k) as smooth as possible. The

quantities needed by our algorithm are the overlaps 〈umk, un,k+b〉 between neighbouring points
k and k + b, similar to other methods such as Wannier90 [82]. More information on this
methodology can be found in [13].

2.5.1 The Kane-Mele model

The Kane-Mele model, first proposed in [49], is a toy model of a Z2 topological insulator. It
is a tight-binding model on a 2D hexagonal lattice, with four degrees of freedom per site (two
orbitals and two spins), two of which are occupied (H(k) is a 4× 4 matrix, and N = 2).

Description of the model

The Bloch representation of this model can be written as follows.

Hk =
5∑

a=1

da(k)Γa +
5∑

a,b=1
a<b

dab(k)Γab, (2.9)

where Γab := 1
2i

[Γa,Γb], and Γa are the Dirac matrices (σx⊗IN , σz⊗IN , σy⊗sx, σy⊗sy, σy⊗sz),
σj and sj being the Pauli matrices of sublattice and spin respectively.
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The functions da(k) and dab(k) in (2.9) are chosen as in [49]. In particular, da is even and
dab odd, and the model satisfies a fermionic time-reversal symmetry. The model has 4 free
parameters: t, λS0, λν and λR. Here, we fix the parameters t = 1, λSO = 1, and only vary λν
and λR < 2

√
3. For every value of λR < 2

√
3, the system undergoes a phase transition as λν is

varied:

• For λν > 3
√

3, the material is in a regular insulating phase.

• For λν = 3
√

3, the material is in a transitional metallic phase: the gap closes, which
means that the material is conducting.

• For λν < 3
√

3, the material is in the Quantum Spin Hall (QSH) phase.

Numerical construction of Wannier functions for the Kane-Mele model

In order to construct localised Wannier functions for the Kane-Mele model, one needs to provide
a Bloch frame that is regular enough on the Brillouin zone. In the QSH phase, no continuous and
symmetric frame exists, but since the Chern number is trivial for any time-reversal symmetric
Bloch bundle, there exists a non-symmetric continuous frame. Moreover, in this case, the
eigenvalues of the obstruction have a non-trivial winding number, so the logarithm method of
[13] cannot provide a homotopy of the obstruction.

In this section, we use the algorithm described above to construct a continuous initial guess
of the Bloch frame, which can then be refined to a more regular one by a smoothing method,
thus providing a well-localised Wannier function. The Brillouin zone was discretised with a
200 × 200 grid. In the topologically trivial case, both methods produce a reasonable output
(Figures 2.2a and 2.2b).

In order to measure localisation, we follow [67], and measure the spread of the Wannier
functions Ω. We also measure the quantity ‖∇kuk‖, estimated using finite differences. Localised
Wannier functions correspond to smooth gauge, and singularities in this quantity is therefore
a sign of delocalisation.
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Figure 2.2: Local regularity ‖∇ku‖, λν = 6 and λR = 1 (regular insulating phase).

In Figure 2.3a, the log interpolation method fails at constructing a continuous map in the
topologically non-trivial QSH phase, as the measure of regularity ‖∇ku‖ exhibits lines of dis-
continuity, with very high maximal values. In contrast, in Figure 2.3b, the column interpolation
produces a smoother output, which also yields a lower maximal value of the regularity ‖∇ku‖.

41



0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

k1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

k 2

50

100

150

200

250

300

350

400

(a) Logarithm interpolation

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

k1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

k 2

5

10

15

20

25

30

35

(b) Column interpolation

Figure 2.3: Local regularity ‖∇ku‖, λν = 0 and λR = 1 (QSH phase).
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Figure 2.4: Convergence of Ω obtained by both methods, in the QSH phase (λν = 0, λR = 1)

The (dis)continuity of the resulting Bloch frame after each method is further demonstrated
by the convergence with respect to k point discretisation, displayed in Figure 2.4. In the log
interpolation method, the discrete Bloch frames converge to a discontinuous one, as we see from
the divergence of the norm of the gradient (estimated with finite differences). In contrast, the
column interpolation produces a frame that has a smooth limit.

Figures 2.5a and 2.5b display selected components of k1 7→ Vobs(k1, k2) for k2 = 1, 2
3
, 1

3
. In

Figure 2.5a, we see how the obstruction path is contracted into the null path by our algorithm, in
the QSH phase, with no Rashba term. In this case, the system decomposes into two independent
copies of the Haldane model, one for each spin, which implies that the obstruction matrix is
diagonal. This explains that the obstruction (the largest path in the plot) is horizontal, since
V21 = 0. Notice also that the diagonality of the obstruction, as well as time reversal symmetry,
implying that k 7→ ReV21(k) is odd (which is verified up to rounding errors in the horizontal
path), is broken by the method, as expected.

In Figure 2.5b, for a Rashba term λR = 1, the obstruction (the largest path, in green)
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Figure 2.5: Contraction of the first column of the obstruction, with the initial path in green
(k2 = 1) being deformed to a single point (yellow at k2 = 2

3
then blue at k2 = 1

3
).

is no longer diagonal (it has non-zero off-diagonal elements), but it still satisfies time-reversal
symmetry, since k 7→ ReV21(k) is odd. The method breaks time-reversal symmetry to construct
the continuous interpolation to the trivial path.

2.5.2 Numerical results for Silicon

Using Quantum Espresso, [41], the Bloch waves of Silicon for various discretisations of the
Brillouin zone were provided to the homotopy constructing methods, in order to compare the
numerical results of our column interpolation algorithm with the ones provided by the logarithm
method of [13].

Table 2.1: Value of the Marzari-Vanderbilt localisation functional Ω (in Bohr2) for frames on
various discretisations of the Brillouin zone

Discretisation of the BZ 5× 5× 5 10× 10× 10 15× 15× 15 20× 20× 20
After logarithm method 25.72 29.70 30.62 30.94

After column interpolation 40.88 35.31 53.68 46.80
After MV optimisation

(log initial guess) 19.30 22.06 22.71 22.95
After MV optimisation

(col initial guess) 19.30 22.06 22.71 22.95

In Table 2.1, we can see that the value of the localisation functional Ω is better for the log-
arithm method than for ours, but, after optimisation of the Marzari-Vanderbilt procedure [66],
both methods agree.

In Figure 2.6, we display some Wannier functions computed by both methods, before optimi-
sation. The representation was done through Wannier90 [82] and VESTA [69]. The localisation
of both is not optimal, which is expected, but the Wannier functions are still localised, and
physically relevant.
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(a) Logarithm method (b) Column interpolation method

Figure 2.6: One of the four Wannier functions of silicon, isosurface plot at 20% of maximal
value.

Conclusion

We presented a new method to construct localised Wannier functions. It is proven to work
even in the case of topological insulators which causes most published algorithms to fail. In
the “easy” cases, it works similarly to the method of [13]. As that method, it only localises
Wannier functions across unit cells, and does not attempt to localise the functions inside the
unit cell. This is problematic in the case of large unit cells, which is the case of many real
topological insulators. The efficient numerical construction of Wannier functions in these cases
remains therefore an open problem.
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Chapter 3

Symmetry-adapted approximation of
Wannier functions by Gaussian-type
orbitals

3.1 Introduction

In this chapter, we introduce an approximation method for Wannier functions that is adapted
to the computing of tight-binding Hamiltonians in non-periodic van der Waals heterostructures,
that is, layers of 2D materials stacked on top of each other, bound together by the comparatively
weak van der Waals forces [39]. 2D materials are perfect two-dimensional crystals, an example
of which is graphene, constituted by carbon atoms arranged in a honeycomb lattice (see Figure
3.1).

Figure 3.1: Graphene [2]

Notice that, in our setting, 2D materials are periodic. However, stacking layers with different
primitive lattice vectors can break the periodicity of the whole system. This happens when the
layers are incommensurate, i.e. when the lattice vectors of one layer cannot be expressed as
a linear combination of the lattice vectors of the other layers with rational coefficients. This
setting is challenging for the usual computational tools of solid-state physics, which rely on
the periodicity of crystals through the use of the Bloch Transform, that cannot be applied
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here. However, van der Waals heterostructures are built from periodic 2d materials that are
comparatively well-separated, since the distance between nuclei in the same layer is smaller than
the distance between nuclei in different layers, and hence the interactions between electrons
on separated layers is weak. This is the premise of [98], where the authors see the weak
interactions between layers as a perturbation, and compute an approximate ground state by
applying perturbation theory to the ground states of the isolated layers. In this context, a first-
order approximation is to consider the Wannier functions computed on each layer independently
as a basis on which to construct a tight-binding approximation of the first-order perturbed (non-
periodic) Hamiltonian. In this chapter, building on the approach proposed in [6], we construct
an approximation scheme for Wannier functions that allows for an efficient computation of
tight-binding matrix coefficients, even in the non-periodic case.

3.2 Wannier functions and their symmetries

3.2.1 Wannier functions in solid-state physics

Introduced by Gregory Wannier in [101], Wannier functions are a set of localized electronic
orbitals, whose translates span the eigenspaces associated to an energy window. They are a
useful tool to visualize the electron states in a crystal, and also to parameterize tight-binding
approximations to the continuum Hamiltonian.

Consider a crystal with Bravais lattice R, and reciprocal lattice R′. In the independent
electron approximation, using atomic units, the Hamiltonian for an electron reduces to H =
−1

2
∆ + V , where V is an R-periodic potential, that is assumed to be L2

per(Rd;R). The Bloch
transform decomposes the Hamiltonian into its fibers Hk, for k ∈ B, the Brillouin Zone:

Hk =
1

2
(−i∇+ k)2 + V,

each Hk being an unbounded operator on L2
per(Rd;C), with domain H2

per(Rd;C). This operator
has compact resolvent for each k, hence its spectrum is a non-decreasing sequence of discrete
eigenvalues {εn,k}n∈N∗ (counted with their multiplicities) going to +∞, which can be chosen
continuous with respect to k. The associated eigenvectors, denoted x 7→ un,k(x), areR-periodic
functions.

Wannier functions are then defined as the inverse Bloch transform of a family of functions
{vn,k}n∈I,k∈B, which, for each k, are another basis of the span of the {un,k}n∈I . The gauge
freedom in the choice of the {vn,k}n∈I,k∈B is not relevant to study the eigenspace, but its
regularity in k determines the localization of the Wannier functions [71].

3.2.2 Symmetry-adapted Wannier functions

It is possible to choose Wannier functions that are adapted to the symmetries of the crystal.
There is a group G of symmetry operations that preserves the lattice structure of the crystal,
called the space group of the crystal. This group includes translations by integer linear com-
binations of the primitive vectors, rotations around specific points, reflections with respect to
planes, and composite operations. It is a subgroup of the Euclidean group of isometries, and as
such, any element g ∈ G can be identified with a pair (R|a), where R is an orthogonal matrix,
and a is a translation vector, which acts on a point x ∈ Rd as (R|a)x = Rx + a. Since it
includes lattice translations, the space group is at least countably infinite.

A m-dimensional (unitary) representation D of G is a group homomorphism D : G→ Rm×m

from the abstract group G to the group of orthogonal matrices. A representation is said
to be reducible if there is an invertible matrix P , such that for all g ∈ G, PD(g)P−1 =
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d(1)(g) ⊕ · · · ⊕ d(k)(g) is block-diagonal, with k > 1 blocks of non-trivial size, with a block
decomposition that is independent of the element g. Then, the group morphisms d(β), β = 1 . . . k
are called subrepresentations of D, and if they are not reducible, they are called irreducible
representations of G. For an in-depth treatment of these concepts, we refer to [21].

A more manageable group that we will use to define the symmetry-adapted Wannier func-
tions around a certain site q ∈ Rd, is the subgroup of the space group that preserves the site
q, called the site-symmetry group [28]. Explicitly, it is defined by

Gq = {g = (R|a) ∈ G | gq = Rq + a = q} .

Then, we can try to construct a set of symmetry-adapted Wannier functions that span a
subspace that is stable under the action of Gq. In group-theoretic language, the symmetry-
adapted Wannier functions are chosen to be a basis for an irreducible representation of the
site symmetry group [87]. The symmetry-adapted (with respect to Gq) Wannier functions,

centered at the point q will be denoted W
(β)
i , where β labels the irreducible representations, and

i = 1, . . . , nβ labels the basis functions of the irreducible representation d(β). As a consequence,
any element gq of the site symmetry group will act on the symmetry-adapted Wannier functions
as

(ĝqWi)
(β)(r) = W

(β)
i (g−1

q r) =

nβ∑
i′=1

d
(β)
i′i (gq)W

(β)
i′ (r),

where dβ(gq) is the irreducible matrix representation labeled by β of the element gq ∈ Gq.

3.3 Symmetry-adapted Gaussian Type Orbitals

Recall that we aim to approximate Wannier functions in a basis that allows for efficient integral
computations, and that is adapted to the physical symmetries of the system. To that end, we
construct an approximation of a Wannier function as a sum of gaussians centered at high
symmetry points (atomic sites, bond centers...) multiplied by polynomials, called a Gaussian
Type Orbital,

W (r = (x, y, z)) =
∑
c∈C

∑
nc∈P

λc,nc(x− c1)nc,1(y − c2)nc,2(z − c3)nc,3 exp

(
−(r− c)2

2σ2
c,nc

)
,

where C denotes the set of centers, and for each c = (c1, c2, c3), the set

Pc =
{
nc = (nc,1, nc,2, nc,3) ∈ N3

}
are the powers of the polynomials centered at c. These will be fixed before the optimization
of the approximation error. The degrees of freedom are the gaussian widths σc,nc and the
coefficients λc,nc .

In graphene, in the usual conditions, the electronic conduction is dominated by the con-
tribution of the π-orbitals, giving rise to two half-filled bands. The corresponding two mother
symmetry-adapted Wannier functions are centered at the two carbon atoms in the unit cell, and
are images of one another by a mirror symmetry. The full set of symmetry-adapted Wannier
functions for these two bands are lattice translates of these mother Wannier functions. The
group containing the site symmetries of the carbon atoms in graphene is denoted D3h in the
standard crystallographic tables.

From the point of view of group theory, each mother Wannier function is a basis for the one
dimensional irreducible representation A′′2 of the site symmetry group D3h, with the character
table given in Table 3.1.
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D3h E 2C3(z) 3C ′2 σh(xy) 2S3 3σv
A′′2 +1 +1 −1 −1 −1 +1

Table 3.1: Character table of the A′′2 representation of the site symmetry group D3h

Figure 3.2: Symmetry-adapted mother Wannier functions of graphene, centered on site A (left)
and B (right), isosurface at 1% of maximum value.

The two mother Wannier functions are plotted in Figure 3.2.
In this case, the mother Wannier functions centered at the origin is even under in-plane

2π
3

rotations, even under y 7→ −y reflection, and odd under z 7→ −z reflection, where we have
chosen the (Ox) axis the horizontal axis in the picture, the (Oy) axis pointing up, and (Oz)
point out of plane, chosen so that (Oxyz) is direct.

The Gaussian Type Orbitals do not satisfy these symmetries in general, but we can define
a symmetrization procedure which makes them so:

W̃ (r) =
1

|D3h|
∑
g∈D3h

χ(g)W (g−1r),

where χ(g) = ±1 is the character of the group element g for the representation A′′2 of the

site symmetry group D3h (see Table 3.1), and W̃ is called a symmetry-adapted Gaussian Type

Orbital. If χ(g) = 1, then W̃ (r) is even under transformation by g, that is, W̃ (r) = W̃ (g−1r),

and otherwise, if χ(g) = −1, it is odd, W̃ (r) = −W̃ (g−1r), for any g ∈ D3h. Notice that some
monomials terms are deleted by symmetry, for example, the odd z 7→ −z symmetry removes
terms with even z power nc,3.

We obtain that the symmetry-adapted Gaussian Type-Orbital centered at 0 is rewritten:

W̃ (r = (x, y, z)) =
1

|D3h|
∑
g∈D3h

∑
c∈C

∑
nc∈P

χ(g)λc,nc

(
3∏
i=1

((
g−1r

)
i
− ci

)nc,i) exp

(
−(r− gc)2

2σ2
c,nc

)
,

This symmetrized function can be recast as a Gaussian Type-Orbital of the same degree with
an expanded list of centers,

C ′ = {gc | g ∈ D3h, c ∈ C} .
and modified coefficients {λ′c,nc

}c∈C′ , calculated with the Newton multinomial formula.
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3.4 Approximation scheme

We have defined the functional form of the approximation we propose, but it is not obvious how
to choose all the parameters to best approximate a given Wannier function. In fact, varying
the centers, the gaussian widths, and the polynomials at the same time yields such a high
computational cost that the problem becomes intractable in practice. Rather than the greedy
approach proposed in [6], we use a fixed set of centers, and optimize all the other parameters
at the same time.

3.4.1 Input data and pre-processing

Let W 0 denote the discretized Wannier function we aim to approximate. In practice, we
obtain it from Quantum Espresso [40] and Wannier90 [82], in the XSF format, which contains
the point-wise values of the function on a supercell regular grid, with discretization volume
element V . In what follows, we denote by W̃λ,σ the symmetry-adapted gaussian type orbital
with coefficients λ = {λc,nc}c∈C and widths {σc,nc}c∈C.

W 0 is taken to be a multi-dimensional array with multi-indices in I, and we measure the

approximation error by
∥∥∥W̃λ,σ −W 0

∥∥∥2

, where ‖.‖ denotes either the L2 discrete norm given by

‖A‖2 = V
∑

n=(n1,n2,n3)∈I

A2
n,

or the H1 norm
‖A‖2 = V

∑
n=(n1,n2,n3)∈I

(
A2

n + |(∇A)n|2
)
,

where ∇A is the multi-dimensional array containing the gradient of A at each grid point. The
gradient is either calculated by symmetric finite-difference, or by computing a Fast Fourier
Transform (FFT) of the data, then multiplying by the wavevector, and computing the inverse
Fast Fourier Transform. The number of grid points being too large to work with, we reduce
it by cropping to a coarser grid, where we can also subsample by taking every second grid
point. In order to fit the symmetry-adapted gaussian type orbital W̃ to the original Wannier
function W 0, we split the optimization in two steps: coefficient optimization and gaussian width
optimization.

3.4.2 Coefficients optimization

For a fixed set of gaussian widths {σc,nc}c∈C, the coefficients {λc,nc}c∈C are found by minimizing
the objective function

obj ({σc,nc}c∈C, {λc,nc}c∈C) =
∥∥∥W̃λ,σ −W 0

∥∥∥2

.

Reshaping the multi-dimensional array W 0 into a column vector, and accordingly each
monomial gaussian term in W̃λ,σ, we obtain the following equivalent formulation

obj ({σc,nc}c∈C, {λc,nc}c∈C) =
∥∥Mσλ− vect

(
W 0
)∥∥2

,

where Mσ is the rectangular matrix of the monomials, where each column contains the values
of one monomial on the whole reshaped grid, λ the vector containing the coefficients, and
vect(W 0) the vectorized (reshaped) original Wannier function on the grid. This is a linear least
squares problem, which is not well-posed in general. Indeed, the matrix Mσ is in practice tall
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and skinny, and undetermined (if some monomials are deleted by symmetry), and so Mσ might
not have full rank. This kind of problem can fortunately be solved efficiently numerically by
first performing a pivoted QR factorization of the matrix Mσ, and then using the \ subroutine
of Julia.

If Mσ does not have full numerical rank, pivoted QR finds a decomposition with a non-
singular (numerically well-conditioned) triangular matrix R, and \ solves the associated linear
system.

If the norm chosen is the H1 norm, one solves the extended linear system obtained by
appending to Mσ and vect(W 0) their gradients.

3.4.3 Gaussian widths optimization

The objective function is defined as follows: for a given set of widths {σc,nc}c∈C, optimize the
coefficients λ, and return the approximation error.

obj0({σc,nc}c∈C) = inf
{λc,nc}c∈C

∥∥∥W̃λ,σ −W 0
∥∥∥2

= inf
{λc,nc}c∈C

∥∥Mσλ− vect
(
W 0
)∥∥2

.

For simplicity, we use a non-differentiable optimization method, the Nelder-Mead algorithm,
from the Optim.jl Julia package. We are aware that better methods exist, but this algorithm
was sufficient for our purposes.

3.4.4 Numerical results

We test the procedure on one of the Wannier functions of graphene. The centers of the Gaus-
sian polynomials are chosen at four atoms (inequivalent by symmetry), with the following
coordinates, where a = 1.42 Å denotes the lattice constant,

c(0) =

0
0
0

 c(1) =

a0
0

 c(2) =

 3
2
a√
3

2
a

0

 , c(3) =

 5
2
a√
3

2
a

0

 .

The powers are all the symmetry-allowed multi-indices with angular momentum less than 6.
For more degrees of freedom, we set two Gaussian Type Orbitals per atom (with different
gaussian widths).

In Figure 3.3, we show the isosurface plot of the Wannier functions (original and approxi-
mation with L2 norm).

Figure 3.3: Original Wannier function (left), and best approximation with L2 norm (right),
isosurface at 1% of maximum value.
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This approximation has a relative L2 error of 1.20% on the cropped grid, and 1.66% on the
full grid, and a H1 error of 1.40% on the cropped grid, and 2.28% on the full grid.

In Figure 3.4, we show the isosurface plot of the Wannier functions (original and approxi-
mation with H1 norm).

Figure 3.4: Original Wannier function (left), and best approximation with H1 norm (right),
isosurface at 1% of maximum value.

This approximation has a relative L2 error of 1.22% on the cropped grid, and 1.68% on the
full grid, and a H1 error of 1.38% on the cropped grid, and 2.27% on the full grid. Since the
results of the optimization using H1 or L2 norm differ by only 0.02% (or less), we conclude
that the norm used to define the objective function has little impact in our case. However, to
ensure the control of the error on the kinetic energy, we will choose the H1 norm for the rest
of our study.

3.5 Matrix elements calculations

3.5.1 Computation of integrals

Given two Wannier functions W0,W1, their overlap integral is defined asˆ
R3

W0(r)W1(r) dr,

and their kinetic integral is ˆ
R3

(∇W0 · ∇W1)(r) dr.

In the physics literature, these terms are called matrix elements, as they are constituents of the
tight-binding “matrix”.

For Wannier functions on (possibly different) grids, these integrals require to interpolate
one of the Wannier functions on the grid of the other one, and then to compute the discretized
integrals.

Using Gaussian-Type orbitals, all this can be done analytically, using the Gaussian moment
integration formula ˆ

R
xn exp

(
−αx2

)
=

Γ(n+1
2

)

2α
n+1
2

,

where Γ is the Gamma function. Gaussians are widely used in Quantum chemistry for this
reason, and there exists a variety of integral computation packages for Gaussian Type orbitals.

In practice, we chose to interface the gaussian approximation of the Wannier functions with
the libcint [92] library through PySCF [93].
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3.5.2 Numerical results

We compute the overlap and kinetic integrals between the Wannier function of graphene and its
translated image (in the paragraph “pure translations”), and the Wannier and its translated-
rotated image (“Translations and rotations” paragraph), for different values of shifts. The
results are compared for the H1 compressed Wannier function, with analytic gaussian integra-
tion, and the original Wannier function, with linear interpolation, grid integration, and gradient
computation through Fourier transform, or finite difference.

Pure translations

In Figures 3.5 and 3.6, we display the value of the overlap integrals between a Wannier function
and its translates by a vector (0, 0, zshift), and in Figures 3.7, and 3.8 the value of the kinetic
integrals. The curves are indistinguishable in the first three, and the difference is rather small
in Figure 3.8, hence, the impact of the approximation on the integrals is negligible.

In Figures 3.9 and 3.10, the Wannier functions are shifted by a vector (xshift, 0, 3.4)Å, where
we have chosen a z shift of 3.4Å because it corresponds roughly to the interlayer distance in
bilayer graphene. There, the approximation error is more visible, but still comparatively small.

Figure 3.5: Overlaps, shift (0, 0, zshift)
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Figure 3.6: Overlaps, zoomed, shift (0, 0, zshift)

Figure 3.7: Kinetic energy, gradient by Fourier transform, shift (0, 0, zshift)
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Figure 3.8: Kinetic energy, gradient by Fourier transform, zoomed, shift (0, 0, zshift)

Figure 3.9: Overlaps, shift (xshift, 0, 3.4)Å
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Figure 3.10: Kinetic energy, gradient by Fourier transform, shift (xshift, 0, 3.4)Å

Translations and rotations

In this paragraph, we display the overlaps and kinetic energies between the original and the
shifted, rotated Wannier function. To compute the values of the rotated Wannier function on
the grid, we use a linear interpolation, both on the values of the function and on the gradients.

Denote W 0 the array containing the discrete Wannier function on the grid. For 1 ≤ i ≤
N1, 1 ≤ j ≤ N2, 1 ≤ k ≤ N3, the value of the function W0 at the grid point

(grid[1, i, j, k], grid[2, i, j, k], grid[3, i, j, k])

is denoted W 0[i, j, k]. Denote ∆x,∆y,∆z and ∆xR,∆yR,∆zR the vectors defined by

∆x =

grid[1, 2, 1, 1]
grid[2, 2, 1, 1]
grid[3, 2, 1, 1]

−
grid[1, 1, 1, 1]

grid[2, 1, 1, 1]
grid[3, 1, 1, 1]

 ,

∆y =

grid[1, 1, 2, 1]
grid[2, 1, 2, 1]
grid[3, 1, 2, 1]

−
grid[1, 1, 1, 1]

grid[2, 1, 1, 1]
grid[3, 1, 1, 1]

 ,

∆z =

grid[1, 1, 1, 2]
grid[2, 1, 1, 2]
grid[3, 1, 1, 2]

−
grid[1, 1, 1, 1]

grid[2, 1, 1, 1]
grid[3, 1, 1, 1]

 .

Let r 7→ W0(r) denote the linear interpolation of the Wannier function, its Q1 interpolation
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according to the finite-element terminology, defined by

W0(r) =(1− u)(1− v)(1− w)W 0[i1, j1, k1] + u(1− v)(1− w)W 0[i1 + 1, j1, k1]

+(1− u)v(1− w)W 0[i1, j1 + 1, k1] + uv(1− w)W 0[i1 + 1, j1 + 1, k1]

+(1− u)(1− v)wW 0[i1, j1, k1 + 1] + u(1− v)wW 0[i1 + 1, j1, k1 + 1]

+(1− u)vwW 0[i1, j1 + 1, k1 + 1] + uvwW 0[i1 + 1, j1 + 1, k1 + 1],

where (i1, j1, k1) are the indices of the grid point such that r is in the parallelepiped defined by
the vertex (grid[1, i1, j1, k1], grid[2, i1, j1, k1], grid[3, i1, j1, k1]) and the vectors ∆x,∆y,∆z, and
1 ≤ u, v, w < 1 are the rescaled coordinates of r in the parallelepiped cell, satisfying

r =

grid[1, i1, j1, k1]
grid[2, i1, j1, k1]
grid[3, i1, j1, k1]

+ u∆x+ v∆y + w∆z.

Let R ∈ SO(3) denote the rotation matrix which we apply to one of the Wannier functions,
and gridR the rotated grid, defined bygridR[1, i, j, k]

gridR[2, i, j, k]
gridR[3, i, j, k]

 = R−1

grid[1, i, j, k]
grid[2, i, j, k]
grid[3, i, j, k]

 .

As previously, ∆xR,∆yR,∆zR are the grid vectors of gridR. Let WR be the rotated Wannier
function, defined by

WR(r) = W0(R−1r) ∀r.
We define the array WR of the rotated Wannier function on the grid as follows.

WR[i, j, k] = WR ((grid[1, i, j, k], grid[2, i, j, k], grid[3, i, j, k]))

= W0

(
R−1(grid[1, i, j, k], grid[2, i, j, k], grid[3, i, j, k])

)
= W0 ((gridR[1, i, j, k], gridR[2, i, j, k], gridR[3, i, j, k])) .

We denote the array containing the gradient of W0 by ∇W 0, and its value at the grid
point with indices (i, j, k) is

(
∇W 0[1, i, j, k],∇W 0[2, i, j, k],∇W 0[3, i, j, k]

)
. As previously, we

denote ∇W0 the linear interpolation of the gradient array. Similarly, we denote ∇WR the array
containing the gradient of the rotated Wannier function, and ∇WR the function given by the
linear interpolation. Let us remark that

∇WR(r) = R−1∇W0(R−1r),

which means that we can obtain the gradient of WR by a rotation of the gradient of W0. This
is how we proceed in practice, by first computing the gradient of W 0 through its Fast Fourier
Transfom, and then rotating. Indeed, the Wannier function comes from a planewave calculation,
where the planewave basis is adapted to the grid on which we work, hence, computing the
gradient in Fourier gives a very accurate result for the original discretized Wannier function
W0. However, the rotated Wannier function does not necessarily retain this accurate planewave
representation, and we thus found it more accurate to compute the gradient by Fast Fourier
Transform before applying the rotation, rather than computing directly the gradient of the
rotated function.

As written before, a Gaussian-Type orbital transforms under the action of a rotation R as

W (R−1r) =
∑
c∈C

∑
nc∈P

λc,nc
((
R−1r

)
1
− c1

)nc,1 ((R−1r
)

2
− c2

)nc,2 ((R−1r
)

3
− c3

)nc,3 exp

(
−(R−1r− c)2

2σ2
c,nc

)
=
∑
c∈C

∑
nc∈P

λc,nc
(
R−1 (r−Rc)

)nc,1
1

(
R−1 (r−Rc)

)nc,2
2

(
R−1 (r−Rc)

)nc,3
3

exp

(
−(r−Rc)2

2σ2
c,nc

)
,
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which can be recast as another Gaussian-Type orbital with the rotated centers, and coefficients
calculated by a Newton multinomial formula.

Isosurface plots of linearly interpolated Wannier functions are presented in Figures 3.11 and
3.12, and of the analytically rotated compressed Wannier function in Figures 3.13 and 3.14.

Figure 3.11: Wannier function, rotation
by θ = 15 degrees, linear interpolation

Figure 3.12: Wannier function, rotation
by θ = 120 degrees, linear interpolation

Figure 3.13: Compressed Wannier function,
rotation by θ = 15 degrees

Figure 3.14: Compressed Wannier function,
rotation by θ = 120 degrees

In Figures 3.15 and 3.16, an in-plane rotation of an angle of θ = 1.09 degrees is introduced
between the two Wannier functions, corresponding to the case of two layers of graphene stacked
onto each other, with the “magic-angle” between them [15]. This setting is particularly inter-
esting because the electronic band structure exhibits an almost flat band near the Fermi level,
leading to unconventional superconductivity [14].

In Figures 3.17 and 3.18, the angle chosen is θ = 55 degrees, chosen because it does not
correspond to a particular symmetry of the Wannier function, and it is an angle for which
the Wannier and its rotated image are quite different. One can see on these graphs that
the approximation error has the most impact on the overlap and kinetic energy at a shift
(xshift, 0, 3.4)Å for xshift ' 5Å.
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Figure 3.15: Overlaps, shift (xshift, 0, 3.4)Å, θ = 1.09 degrees

Figure 3.16: Kinetic energy, gradient by Fourier transform, shift (xshift, 0, 3.4)Å, θ = 1.09
degrees
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Figure 3.17: Overlaps, shift (xshift, 0, 3.4)Å, θ = 55 degrees

Figure 3.18: Kinetic energy, gradient by Fourier transform, shift (xshift, 0, 3.4)Å, θ = 55 degrees
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In Figures 3.19 to 3.26, we display the overlap and kinetic integrals for a fixed translation
vector, with respect to the rotation angle (restricted to the range [0, 60] degrees by symmetry).
In these plots, the errors become comparatively more significant, although we should temper
this observation by reminding ourselves that we are looking at approximation errors in the tails
of the function.

Figure 3.19: Overlaps, Wannier functions shifted by (0, 0, 3.4)Å, with respect to the rotation
angle
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Figure 3.20: Kinetic energy, Wannier functions shifted by (0, 0, 3.4)Å, with respect to the
rotation angle

Figure 3.21: Overlaps, Wannier functions shifted by (0.61, 0, 3.4)Å, with respect to the rotation
angle
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Figure 3.22: Kinetic energy, Wannier functions shifted by (0.61, 0, 3.4)Å, with respect to the
rotation angle

Figure 3.23: Overlaps, Wannier functions shifted by (1.2, 0, 3.4)Å, with respect to the rotation
angle

62



Figure 3.24: Kinetic energy, Wannier functions shifted by (1.2, 0, 3.4)Å, with respect to the
rotation angle

Figure 3.25: Overlaps, Wannier functions shifted by (2.7, 0, 3.4)Å, with respect to the rotation
angle
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Figure 3.26: Kinetic energy, Wannier functions shifted by (2.7, 0, 3.4)Å, with respect to the
rotation angle

3.6 Conclusion and perspectives

We have proposed an approach to approximate symmetry-adapted Wannier functions by sym-
metrized Gaussian-Type Orbitals, and provided proof of principle overlap and kinetic energy
computations by analytic gaussian integration for various configurations, which is a faster com-
putation method. The matrix element values obtained for the symmetrized Gaussian-Type
Orbitals show a relatively good agreement to the values obtained through discrete integration
for the original Wannier function.

To provide more conclusive evidence on whether this method can be used to accurately ap-
proximate the matrix elements of non-periodic systems, one would need to include the effective
potential obtained from DFT computations. However, this approach is a promising method to
approximate tight-binding models for non-periodic systems.
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Chapter 4

Coherent electronic transport in
periodic crystals

This work was done in collaboration with Éric Cancès, Clotilde Fermanian Kammerer, and
Antoine Levitt.

4.1 Introduction

We consider a d-dimensional perfect crystal (d = 1, 2 or 3) with periodic lattice R and assume
that its electronic structure can be described by an effective linear Hamiltonian H acting on
some Hilbert space H. In physical terms, we place ourselves within the Born-Oppenheimer
approximation, and consider that the electrons are independent. Moreover, we focus here on
the case of spinless continuous models, for which H = L2(Rd;C) and

H =
1

2
(−i∇+A)2 + V, (4.1)

where A ∈ L4
per(Rd;Rd) and V ∈ L2

per(Rd;R) are R-periodic functions, V is the scalar potential
encoding the electrostatic interaction of the electrons with the atoms of the crystal, and A is the
magnetic vector potential, which allows to account for magnetic spin effects without including
spin explicitly in our description. We adopt the Coulomb gauge choice, ∇ · A = 0 in the sense
of distributions. This operator is self-adjoint on L2(Rd;C), with domain H2(Rd;C) (a proof
is given in section 4.9.1 for the sake of completeness). At zero temperature, the ground-state
density matrix is given by

γ(0) = 1(H ≤ µF), (4.2)

where µF ∈ R is the Fermi level, chosen to have a prescribed number of electrons per unit cell.

Depending on the position of µF in the spectrum σ(H) of H, this can model different types
of physical systems. If µF /∈ σ(H), the system is an insulator. If µF is an interior point of σ(H),
the system is a metal, or a semi-metal, depending on the density of states of H at µF. We refer
to Section 4.2.3 for the precise hypotheses we use in each case.

The vector potential A is chosen to be periodic, which excludes the case of a uniform
external magnetic field. Our analysis therefore does not cover the quantum Hall effect, but
is relevant to the quantum anomalous Hall effect [46], and to emergent flat bands [94]. We
perform our analysis with this particular Hamiltonian, but it can easily be extended to spin-
dependent continuous models, tight-binding models, or 2D materials such as graphene (for
which the physical space is three-dimensional while the periodic lattice is two-dimensional).
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The purpose of this article is to analyze mathematically the behavior of the electrical current
appearing in the crystal when a uniform external electric field is turned on instantaneously at
the initial time t = 0. In the case of a uniform stationary electric field of magnitude ε > 0 along
a (not necessarily normalized) vector eβ ∈ Rd, the Hamiltonian of the system at time t > 0 is

Hε
β = H + εxβ, (4.3)

where xβ = x · eβ. This operator is self-adjoint on L2(Rd;C) (see Proposition 4.2.1 below),
and therefore gives rise to a unitary group (e−itH

ε
β)t∈R on L2(Rd;C). The electronic state of the

system at time t ≥ 0 then is
γεβ(t) = e−itH

ε
βγ(0)eitH

ε
β . (4.4)

The electrical current in the eα-direction at time t ≥ 0 is defined as

jεα,β(t) = Tr(Jαγ
ε
β(t)), (4.5)

where Tr is the trace per unit volume (which will be precisely defined in Section 4.2.1) and Jα
the current operator along the vector eα ∈ Rd (not necessarily normalized nor orthogonal to
eβ), defined as

Jα = − (−i∇+A) · eα. (4.6)

Remark 4.1.1 (on units and sign convention). If a spinless particle with mass m and charge q
is subjected to a electromagnetic field generated by a vector potential A and a scalar potential
−εxβ generated by a uniform electric field εeβ, its Hamiltonian in atomic units is H = 1

2m
(−i∇−

qA)2 − qεxβ and the charge current operator is J = q(−i∇ − qA). In our definitions (4.1),
(4.3) and (4.6), we have set m = 1 and q = −1 (atomic units) which are the physical values
for the electron: this corresponds to applying a force in the direction −eβ to the electrons, and
measuring their velocity in the direction −eα.

In the limit of weak external fields (ε � 1), the qualitative properties of the function
t 7→ jεα,β(t) heavily depends on the physical nature of the material (insulator, metal, semi-
metal), as well as on the regime (short, intermediate or long times). Our main results, stated
in Theorems 4.2.7, 4.2.8 and 4.2.10, show that the behavior is as follows (see Figure 4.3 in
Section 4.3)

• For insulators, the time-averaged conductivity

σα,β = lim
t→∞

1

t

ˆ t

0

lim
ε→0

jεα,β(t′)

ε
dt′ (4.7)

has a finite value, which is zero in longitudinal directions, and, for 2D materials, is
proportional to the Chern number in the transverse direction (quantum anomalous Hall
effect).

• For metals, when t � ε−1, the electrons are in the ballistic regime, and the current
increases linearly: jεα,β(t) ≈ Dα,βεt. Under some additional assumptions on the Bloch

bands, the current displays Bloch oscillations of order 1 when ε−1 � t� ε−1log(ε−ζ) for
some small enough ζ > 0.

• For time-reversible 2D semimetals such as graphene, the time-averaged conductivity σα,β
defined in (4.7) has a finite value equal to 1

16
eα · eβ times the number of Dirac points in

the Brillouin zone.
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Although our formalism is different, our results for insulators and metals are consistent with
those obtained using the semiclassical equations of motion{

ẋ = ∇λn,k,
k̇ = −∇V (x) + ẋ× (∇× A)(x),

and their higher-order refinements in the case when the nth band is isolated, where the λn,k’s
are the Bloch eigenvalues of H (see Section 4.2.1). We refer to [81] for a mathematical analysis
of the insulating case.

Note that our results use an averaging in time, and we are unable to conclude anything
about what would be the naive definition of the conductivity

lim
t→∞

lim
ε→0

jεα,β(t)

ε
. (4.8)

A form of averaging of time fluctuations is always necessary to infer zero-frequency behavior
from step responses in non-dissipative systems, even in the linear case. The easiest way to see
this is by the very simple model for the relationship between an input I(t) and an output O(t):

iȮ(t) = ωO(t) + I(t). (4.9)

This simplified model describes a forced oscillator with eigenfrequency ω, and arises from the
linear response of the time-dependent Schrödinger equation of a two-level system. For a constant
input I0, there is a steady state solution O0 = R̂0I0, where R̂0 = − 1

ω
is the zero-frequency

transfer function of the system. However, since this system is oscillatory, this steady state may
never be reached: if I is brutally switched on at time 0 with I(t) = O(t) = 0, if t ≤ 0, I(t) = I0

if t > 0, then O(t) = O0(1 − e−iωt) = R̂0I0(1 − e−iωt) and we cannot define R̂0 as the limit of
O(t)/I0 when t goes to infinity. However, by averaging we obtain

lim
t→∞

1

t

ˆ t

0

O(t′)

I0

dt′ = R̂0.

Another common way of retrieving the value of R̂0 is by an adiabatic switching of the electric
field I(t) = I0eηt for t ≤ 0, I(t) = I0 for t > 0 [9, 25]. Another possibility is to represent the
relationship between O and I by a convolution with a causal response function R(t): O(t) =

(R ∗ I)(t), and define the zero-frequency transfer function as limη→0+ R̂(iη), as is often done
implicitly in the physics literature. Yet another, more physical, possibility is to use a model
with dissipation (in this case iȮη(t) + iηOη(t) = ωOη(t) + I(t)), compute the zero-frequency
transfer function as the long-time limit of Oη(t)/I0, and then let the dissipation η tend to
zero. A particular variant of this scheme is known as the relaxation time approximation [7]
(the relaxation time being proportional to 1/η). For simple systems, all these methods are
equivalent.

Note that the problems in the toy model (4.9) are related to the presence of a resonance at
ω in the model, i.e. a pole in the Fourier transform of the response function. For our perfect
crystal model however, the oscillatory components of the response are integrated over the
Brillouin zone of the periodic crystal, which induces an averaging. Therefore, these procedures
might not be necessary. Indeed, we observe numerically in simple tight-binding models that
the naive limit in (4.8) seems to be well-defined (see Section 4.3). Identifying precise conditions
on the band structure so that this holds will be the subject of future work.

In the metallic case, the conductivity is either infinity or zero, depending on the definition
adopted. Indeed, our results imply that

lim
t→∞

1

t

ˆ t

0

lim
ε→0

jεα,α(t′)

ε
dt′ = +∞
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is infinite, because jεα,α(t) ≈ Dααεt in the regime t� ε−1. On the other hand, in tight-binding
models, a simple argument [7, Proposition 4] shows that

lim
ε→0

1

ε
lim
t→∞

1

t

ˆ t

0

jεα,α(t′) dt′ = 0.

These two limits correspond to different regimes. In the first one, the electrons undergo ballistic
transport, being uniformly accelerated by the electric field. In the second one, the electrons
undergo Bloch oscillations, a phenomenon whereby particles in a periodic potential accelerated
by a constant force oscillate rather than propagate, as first noticed by Zener [109].

Of course, our model is extremely simple. We assume that the electrons are at zero temper-
ature and we ignore electron-electron interactions, the reaction of the lattice (electron-phonon
interactions), and electron scattering by impurities in the crystal. These collision events play a
relatively minor role in insulators, with the quantum Hall effect in particular being very robust
to perturbations [7]. However, they impact significantly the properties of metals. In fact, in the
linear response regime (ε � 1, t � ε−1), the current increases linearly, representing ballistic
transport (see Theorem 4.2.8). This increase in the velocity of the electrons physically results
in an increased collision rate, which acts as dissipation and eventually limits the current. This
results in the finite conductivity observed experimentally in macroscopic physics (Ohm’s law).
The mathematical understanding of this effect in the mathematical framework considered here
is left to future work.

The question of quantum transport in solids has attracted significant attention in the mathe-
matical community, with one of the main drivers being the explanation of Anderson localization
on the one hand, and the quantum Hall effect and its relation to topological properties on the
other hand [96, 72, 34, 78]. Other topics of interest include the properties of graphene (see for
instance [42]), and mesoscopic transport in the Landauer-Buttiker formalism. Comparatively
few works have looked specifically at transport in metals. To the best of our knowledge, the
present work is the first to present mathematically rigorous results on insulators, metals and
semi-metals in a unified framework.

Our method of proof is based on the standard gauge change ψ̃(x, t) = eiεtxβψ(x, t) that
transforms the constant in time but non-spatially-periodic Hamiltonian Hε

β = H + εxβ into the

time-dependent Hamiltonian H̃ε
β(t) = 1

2
(−i∇ +A− εeβt)2 + V . This Hamiltonian is spatially

periodic, and the study of its dynamics can be reduced via Bloch-Floquet theory to that of its
fibers H̃ε

β,k(t) = 1
2
(−i∇ + k + A − εeβt)

2 + V acting on periodic functions (Section 4.4), for

all values of the pseudo-momentum k ∈ Rd. Fiber by fiber, this time-dependent Hamiltonian
can then be treated using the tools of time-dependent perturbation theory (Section 4.5). Since
time is scaled by ε, the Hamiltonian can be seen as either a small perturbation of the rest
Hamiltonian H for small times (in which case we can use linear response to expand jεα,β(t)
to first order in ε for a fixed t, Proposition 4.5.7), or as a slow perturbation (in which case
the adiabatic theorem allows us to access larger time scales t ≈ 1

ε
, Proposition 4.5.3). For

insulators and metals in the short-time regime, both tools are applicable and yield the same
result. For metals in the Bloch oscillations regime, only the adiabatic theorem is applicable,
and for semimetals, only linear response is applicable due to the gap closing at the Dirac points.

We describe our results in Section 4.2: we define the current in Proposition 4.2.1, and study
its properties for insulators, metals and semi-metals in Theorems 4.2.7, 4.2.8 and 4.2.10. We
illustrate numerically the different behaviors we obtain in each of the three settings in Section
4.3. We devote Section 4.4 to preliminaries about the regularity and Bloch decomposition of
the current. Section 4.5 states and proves results in adiabatic and linear response perturbation
theory. Sections 4.6, 4.7 and 4.8 are devoted to the proof of our results in the case of insulators,
metals and semi-metals. Finally, two short sections are devoted to technical issues.
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4.2 Main results: electrical current in periodic materials

4.2.1 Notation

In this chapter we fix A ∈ L4
per(Rd;Rd), V ∈ L2

per(Rd;R) (see below for the definition of these
spaces), µF ∈ R, and R is the lattice of the d-dimensional crystal.

Let (eα)α=1,...,d denote a (non-necessarily orthonormal) basis of the momentum space Rd,
and set xα = x · eα,Aα = A · eα for α = 1, . . . , d.

We denote by R∗ the dual lattice of the periodic lattice R, by Ω an arbitrary unit cell in the
physical space, and by B an arbitrary unit cell in the reciprocal space (which we will call by
abuse of language the Brillouin zone). In the special case of a cubic crystal of lattice parameter
a > 0, we have R = aZd, R∗ = 2π

a
Zd, and we can take Ω = [0, a)d, B = [−π

a
, π
a
)d.

The R-periodic Lebesgue and Sobolev spaces are denoted by

Lpper :=
{
u ∈ Lploc(R

d;C) | u R-periodic
}
,

Hs
per :=

{
u ∈ Hs

loc(Rd;C) | u R-periodic
}
.

The space of bounded linear operators on a Hilbert space H is denoted by L(H), and the
Schatten class of bounded operators A ∈ L(H) such that Tr(|A|p) <∞ by Sp(H).

For R ∈ R, we denote by τR the translation operator formally defined by τRφ = φ(· − R).
Depending on the context, τR will be seen as a unitary operator on L2(Rd;C), or as a linear
operator on some R-translation invariant subspace of D′(Rd;C).

A bounded operator on L2(Rd;C) is called R-periodic if it commutes with τR for all R ∈ R.
An unbounded self-adjoint operator on L2(Rd;C) is called R-periodic if its resolvent is R-
periodic.

A bounded R-periodic operator A ∈ L(L2(Rd;C)) is called locally trace-class if χAχ ∈
S1(L2(Rd;C)) for any compactly supported function χ ∈ L∞(Rd;C). For p ≥ 1, we denote by
Sp,per the space of R-periodic operators A ∈ L(L2(Rd;C)) such that |A|p is locally trace class.
Any operator A ∈ S1,per has a density ρA ∈ L1

per characterized by

∀χ ∈ C∞c (Rd;C), Tr(Aχ) =

ˆ
Rd
ρAχ.

The trace per unit volume of an operator A ∈ S1,per is defined as

Tr(A) =
1

|Ω| TrL2(Rd;C)(1ΩA1Ω) =

 
Ω

ρA,

where 1Ω is the characteristic function of the unit cell Ω, and
ffl

Ω
is a shorthand notation for

1
|Ω|

´
Ω

. This formula is independent of the choice of the unit cell Ω.

Since we are dealing here with periodic materials, we will use the Bloch transform (also called
Bloch-Floquet transform) [86]. For K ∈ R∗, let TK be the unitary multiplication operator on
L2

per defined by

∀v ∈ L2
per, (TKv)(x) = e−iK·xv(x) for a.a. x ∈ Rd,

and

L2
qp(L2

per)

:=

{
Rd 3 k 7→ uk ∈ L2

per |
ˆ
B
‖uk‖2

L2
per
dk <∞, uk+K = TKuk for all K ∈ R∗ and a.a. k ∈ Rd

}
,
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the Hilbert space of R∗-quasi-periodic L2
per-valued functions on Rd endowed with the inner

product

〈u, v〉L2
qp(L2

per)
=

 
B
〈uk, vk〉L2

per
dk.

Here and below, the subscript qp refers to the quasi-periodicity property. The Bloch transform
then is the unitary map from L2(Rd;C) to L2

qp(L2
per) defined for u ∈ C∞c (Rd;C) by

∀k ∈ Rd, ∀x ∈ Rd, uk(x) =
∑
R∈R

u(x+R) e−ik·(x+R). (4.10)

Its inverse is given by

u(x) =

 
B

eik·xuk(x) dk, for a.a. x ∈ Rd. (4.11)

Any R-periodic operator A ∈ L(L2(Rd;C)) is decomposed by the Bloch transform in the sense
that there exists a function k 7→ Ak in L∞qp(L(L2

per)) such that for any u ∈ L2(Rd;C) and almost
all k ∈ Rd, (Au)k = Akuk.

Ak+K = TKAkT
∗
K , for all K ∈ R∗ and a.a. k ∈ Rd. (4.12)

The Ak’s are called the fibers of the operator A. If A ∈ S1,per, then the function k 7→ Ak is in
L1

qp(S1(L2
per)), the function k 7→ Tr(Ak) is in L1

per, and we have

Tr(A) = (2π)−d
ˆ
B

Tr(Ak) dk,

where we used |Ω|.|B| = (2π)d. The Bloch decomposition theorem can be extended to un-
bounded R-periodic self-adjoint operators using the resolvent [86].

In the case of the periodic Hamiltonian operator H given by (4.1), we have

Hk =
1

2
(−i∇+ k +A)2 + V. (4.13)

For each k ∈ Rd, Hk is a bounded below self-adjoint operator on L2
per with domain H2

per and
compact resolvent. Let (λn,k)n∈N∗ be the non-decreasing sequence of eigenvalues of Hk counting
multiplicities

λ1,k ≤ λ2,k ≤ λ3,k ≤ · · · , lim
n→∞

λn,k = +∞,

where we use the convention λ0,k = −∞. We denote by (un,k)n∈N∗ ∈ (H2
per)

N∗ an L2
per-

orthonormal basis of associated eigenfunctions:

Hkun,k = λn,kun,k, 〈um,k, un,k〉L2
per

= δm,n.

For N ∈ N∗ and k ∈ Rd, we will denote by

PN,k = 1(Hk ≤ λN,k). (4.14)

Whenever λN,k < λN+1,k, PN,k is the spectral projector on the eigenspace associated with the
lowest N eigenvalues of Hk (counting multiplicities):

PN,k =
N∑
n=1

|un,k〉〈un,k|. (4.15)
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Since Hk is quasi-periodic, so is PN,k, and the eigenvalues λn,k are R∗-periodic functions of k.
By a classical min-max argument (proved in section 4.9.2 for the sake of completeness), there
exists C1, C1 ∈ R, and C2, C2 > 0 such that

C1 + C2n
2/d ≤ λn,k ≤ C1 + C2n

2/d. (4.16)

Denoting Nk the number of eigenvalues below the Fermi level µF at k

Nk =
∣∣∣{λn,k ≤ µF, n ∈ N∗

}∣∣∣, (4.17)

we see that Nk is bounded uniformly in k.

Let us now consider the ground-state density matrix γ(0) = 1(H ≤ µF) defined in (4.2).
Its Bloch fibers are

γk(0) = 1(Hk ≤ µF) = PNk,k. (4.18)

The current operator Jα = −(−i∇+A) · eα defined in (4.6) is also R-periodic, with fibers

Jα,k = −(−i∇+ k +A) · eα = −∇kHk · eα =: −∂αHk.

Note that the notation ∂α denotes a derivative along the (not necessarily normalized) vector
eα.

Lastly, for each q ∈ Rd, we denote that Gq the unitary multiplication operator on L2(Rd;C)
defined by

∀u ∈ L2(Rd;C), (Gqu)(x) = eiq·xu(x) for a.a. x ∈ Rd. (4.19)

The operator Gq is not R-periodic, except when q ∈ R∗ (in which case Gq is fibered, with
Gq,k = T−q for all k). However, for any R-periodic operator A ∈ L(L2(Rd;C)) and any q ∈ Rd,
the operator GqAG

∗
q is R-periodic, and its Bloch decomposition is given by

(GqAG
∗
q)k = Ak−q, for a.a. k ∈ Rd. (4.20)

Indeed, for ϕ ∈ L2(Rd;C), with Bloch transform (uk)k∈B, and for almost any x,

(GqAG
∗
q)ϕ(x) = GqA

 
B

ei(k−q)·xukdk =

 
B

eik·xAk−qukdk.

4.2.2 Definition of the current

For ε > 0, the operator

Hε
β = H + εxβ =

1

2
(−i∇+A)2 + V + εx · eβ

already introduced in (4.3) is not R-periodic, and we would naively expect that the density
matrix

γεβ(t) = e−itH
ε
βγ(0)eitH

ε
β

at time t > 0 (already introduced in (4.4)) is not either. Yet, this operator is in fact R-periodic.
Physically, this is due to the fact that although the potential Vel(x) := εx · eβ is not periodic,
the field E = −∇Vel = −εeβ to which the electrons are subjected is constant, hence periodic.
The proof of this result relies on the standard gauge transform

ψ̃(x, t) =
(
(Gεteβψ(·, t)

)
(x) = eiεtxβψ(x, t), (4.21)
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where the operator Gq has been defined in (4.19), and the introduction of the gauge-transformed
operators

Ũ εβ(t, t′) := Gεteβe−i(t−t
′)Hε

βG∗εt′eβ ,

and
γ̃εβ(t) := Gεteβγ

ε
β(t)G∗εteβ = Ũ εβ(t)γ(0)Ũ εβ(t)∗, (4.22)

where U εβ(t) is a short-hand notation for

Ũ εβ(t) := Ũ εβ(t, 0) = Gεteβe−itH
ε
β .

Through the change of gauge (4.21), the dynamics induced by the time-independent but non-
periodic Hamiltonian Hε

β is equivalent to the dynamics induced by the time-dependent periodic
Hamiltonian

H̃ε
β(t) = GεteβH

ε
βG
∗
εteβ

=
1

2
(−i∇+A− εeβt)2 + V. (4.23)

Physically, this is a manifestation of the gauge invariance of the Schrödinger equation, where
an electric field εeβ can be realized either through a scalar potential Vel = −εxβ, or through a
vector potential Ael = −εeβt, the second being more convenient to deal with because it does

not break the R-translation invariance. The Bloch fibers of H̃ε
β(t) are

H̃ε
β,k(t) =

1

2
(−i∇+ k +A− εeβt)2 + V = Hk−εeβt. (4.24)

We sum up these arguments in the proposition below, together with elements that we shall use
for defining the current. The reader can refer to the articles [9, 60] where part of the results of
that Proposition are proved.

Proposition 4.2.1. Let A ∈ L4
per(Rd;Rd) such that ∇ · A = 0, and V ∈ L2

per(Rd;R).

1. For all ε ∈ R, the operator Hε
β defined in (4.3) is essentially self-adjoint on C∞c (Rd;C),

and therefore admits a unitary propagator (e−itH
β
ε )t∈R in L2(Rd;C).

2. For all t ∈ R, and ε ∈ R, the operator H̃ε
β(t) defined in (4.23) is self-adjoint on L2(Rd)

with domain H2(Rd;C), and R-periodic. There exists a strongly continuous unitary prop-

agator (Ũ εβ(t, t′))(t,t′)∈R×R on L2(Rd;C), so that Ũ εβ(t, t′) is R-periodic for all t, t′ ∈ R, with

fibers Ũ εβ,k(t, t′) solving

i∂tŨ εβ,k(t, t′) = H̃ε
β,k(t)Ũ εβ,k(t, t′), Ũ εβ,k(t′, t′) = IdL2

per
. (4.25)

3. For all t ≥ 0, and ε ∈ R, Jαγ
ε
β(t) ∈ S1,per. The current jεα,β(t) = Tr(Jαγ

ε
β(t)) is well-

defined and

jεα,β(t) = −(2π)−d
ˆ
B

Tr
(
∂αH̃

ε
β,k(t)γ̃

ε
β,k(t)

)
dk (4.26)

= −(2π)−d
ˆ
B

Tr
(
∂αHk−εeβtŨ εβ,k(t)γk(0)Ũ εβ,k(t)∗

)
dk (4.27)

The results of Proposition 4.2.1 are not new (some are classical) but are nevertheless proved
in Section 4.4 for the sake of completeness. The situation can be summed up in the commutative
diagrams of Figure 4.1.
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γ(0) γεβ(t)

γ̃(0) γ̃εβ(t)

e
−itHεβ

Id Gεteβ

Ũεβ(t)

{γk(0)}k∈Rd = {γεβ,k(0)}k∈Rd {γεβ,k(t)}k∈Rd

{γ̃εβ,k(0)}k∈Rd = {γεβ,k(0)}k∈Rd {γ̃εβ,k(t)}k∈Rd = {γεβ,k−εteβ(t)}k∈Rd

{Id}
k∈Rd translation in k space by−εteβ

{Ũεβ,k(t)}
k∈Rd

Figure 4.1: Commutative diagrams of the relationships between density matrices γεβ and γ̃εβ (top)

and the fibers γεβ,k of γεβ which decompose both γεβ and γ̃εβ (bottom). In the top diagram, A
U→ B

means that B = UAU∗. In the bottom diagram {Ak}k∈Rd
{Uk}k∈Rd→ {Bk}k∈Rd means that A et B are

R-periodic and that their fibers are related by Bk = UkAkU
∗
k .

Remark 4.2.2. This proposition reduces the study of jεα,β(t) to that of the dynamics of the
time-dependent Hamiltonian Hk−εeβt. In particular, although we have focused on the specific
Hamiltonian H given by (4.1), all computations beyond the proof of this proposition will be
based on the use of the three formulae: for all k ∈ Rd, t ∈ R+,

γk(0) = 1(Hk ≤ µF),

i∂tŨ εβ,k(t) = Hk−εeβtŨ εβ,k(t), Ũ εβ,k(0) = Id,

jεα,β(t) = −(2π)−d
ˆ
B

Tr
(
∂αHk−εeβtŨ εβ,k(t)γk(0)Ũ εβ,k(t)∗

)
dk,

(4.28)

(4.29)

(4.30)

where the fiber Hf is equal to L2
per in our setting. Our results in the following sections can

therefore be extended to other Hamiltonians where (Hk)k∈Rd is a family of bounded below self-
adjoint operators on a Hilbert space Hf with compact resolvent satisfying the quasi-periodicity
conditions

Hk+K = TKHkT
∗
K , ∀K ∈ R∗, k ∈ Rd,

where (TK)K∈R∗ is a unitary representation of the group R∗ on Hf (see (4.12)), and the bound-
edness conditions in Section 4.5. This includes in particular spin-dependent continuous models,
tight-binding lattice models (for which Hf = CM), and 2D materials.

4.2.3 Insulators, non-degenerate metals, semimetals

As we said before, the position of the Fermi level in the band diagram (λn,k)n∈N∗, k∈B is key to
determining the electronic properties of the medium. We define the Fermi surface sheets

Sn = {k ∈ B | λn,k = µF}, n ∈ N∗

and the Fermi surface

S =
⋃
n∈N∗
Sn = {k ∈ B | ∃n ∈ N∗ s.t. λn,k = µF}. (4.31)
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We will be interested here in three types of systems that we now describe in three mutually
exclusive assumptions.

Assumption 4.2.3 (insulator). The Fermi surface S is empty, and there exists Nins ∈ N∗ such
that Nk = Nins for all k ∈ B, i.e.

∀k ∈ B, λNins,k < µF < λNins+1,k,

or equivalently µF /∈ σ(H).

In the case of insulators, we have for all k ∈ Rd

γk(0) = PNins,k,

and γk(0) is a real-analytic R∗-quasi-periodic function.

Assumption 4.2.4 (non-degenerate metal). The Fermi surface S is non-empty and the fol-
lowing conditions are satisfied: for all n ∈ N∗,

• Sn ∩ Sn+1 = ∅ (no crossing at the Fermi level);

• for all k ∈ Sn, ∇λn,k 6= 0 (no flat bands at the Fermi level).

Note that this assumption was used in [12]. It ensures a smooth density of states at the
Fermi level. In this case, the Fermi surface consists of a finite union of disjoint smooth closed
surfaces Sn. Letting

Bn = {k ∈ B | λn,k < µF < λn+1,k},

we obtain a partitioning

B = S
⋃( ⋃

n∈N∗
Bn
)
.

Both Nk and the fibers γk(0) = PNk,k of the density matrix γ(0) are smooth on each Bn, and
have discontinuities on the sheets Sn.

Assumption 4.2.5 (semimetal). The dimension d is equal to 2, there is Nsm such that λNsm,k ≤
µF for all k ∈ B, and the Fermi surface S consists of a finite number of isolated points (ki)i∈I
(“Dirac points”). All these points are conical crossings: for all i ∈ I,

λNsm−1,ki < λNsm,ki = µF = λNsm+1,ki < λNsm+2,ki , (4.32)

λNsm,k = µF − vF,i|k − ki|+O(|k − ki|2), (4.33)

λNsm+1,k = µF + vF,i|k − ki|+O(|k − ki|2), (4.34)

for some vF,i ∈ R. Furthermore, in this case we assume that A = 0, so that the system has the
time-reversal symmetry H−k = Hk.

Note that we assumed in Assumption 4.2.5 that A = 0 to ensure time-reversal symmetry.
We require more regularity on V than in the previous theorems to be able to prove a Dyson
expansion for the propagator (see Proposition 4.5.7). For the sake of clarity, we consider a
model of 2D semimetals set in R2, but our arguments can be adapted to the more physical case
of a model set in R3 (see also Remark 4.2.2).
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Assumption 4.2.5 is generic in the case of potentials possessing the symmetry of honeycomb
lattices, such as graphene [29]. In this case, there are two non-equivalent Dirac points in the
Brillouin zone (|I| = 2), usually denoted by K and K ′, and we have K ′ = −K and vF,1 = vF,2.
The constant vF = vF,1 = vF,2 is known as the Fermi velocity. More generally, Dirac points
generate specific dynamical behaviors that have been studied in [30, 33] in the context of the
Dirac operator. Such phenomena also appear in molecular dynamics (see [43, 32, 31]).

In the semimetal case, Nk = Nsm for almost every k ∈ R3, and γk(0) is singular at each
ki ∈ S.

We conclude this section by a result valid in the three cases under investigation.

Proposition 4.2.6. Under Assumption 4.2.3 (insulator), 4.2.4 (non-degenerate metal), or
4.2.5 (semimetal), the current jεα,β(t) = Tr(Jαγ

ε
β(t)) satisfies

j0
α,β(t) = 0, ∀t ≥ 0 (no current in the absence of external field),

jεα,β(0) = 0, ∀ε ≥ 0 (continuity of the current at t = 0).

We prove this result in Section 4.4.

4.2.4 Main results: the current

In the following results, we use the notation O(f(ε, t)) to denote a quantity bounded by Cf(ε, t)
where C is a constant that might depend on the material through V , A and µF , but not on t
and ε.

Theorem 4.2.7 (insulators). Assume the system is an insulator (Assumption 4.2.3). Then
there exists η > 0 such that for all ε, t ∈ R+,

1

t

ˆ t

0

jεα,β(t′)

ε
dt′ = −i(2π)−d

ˆ
B

Tr (γk(0)[∂αγk(0), ∂βγk(0)]) dk +O

((
1

t
+ ε(1 + t)

)
eηεt
)
.

Note that this implies in particular that

σα,β = lim
t→∞

1

t

ˆ t

0

lim
ε→0

jεα,β(t′)

ε
dt′ = eTασ

⊥eβ,

where σ⊥ is a real antisymmetric matrix with components

σ⊥ij := (2π)−d
ˆ
B
− iTr

(
γk(0)

[
∂γk
∂ki

(0),
∂γk
∂kj

(0)

])
dk. (4.35)

The integrand in (4.35) is related to the well-known Berry curvature associated to the first Nins

bands, that is to the 2-form∑
1≤i<j≤d

Ωij(k) dki ∧ dkj where Ωij := −iTr

(
γk(0)

[
∂γk
∂ki

(0),
∂γk
∂kj

(0)

])
.

For d = 2, we have
σ⊥12 = (2π)−1Ch1(γ•(0)),

where Ch1(γ•(0)) ∈ Z is the first Chern number of the fiber bundle defined by the quasi-periodic
function k 7→ γk(0) [97, 88]. This relationship between the transverse bulk transport properties
and the Chern number, characteristic of the integer quantum Hall effect, is known as the TKNN
formula.

If A = 0, then the system has the time-reversal symmetry H−k = Hk. The Berry curvature
is then odd [78], and the transverse conductivity matrix σ⊥ equal to zero.
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Theorem 4.2.8 (conductivity in non-degenerate metals). Assume the system is a non-degenerate
metal (Assumption 4.2.4).

1. Let θ > 0. For all ε > 0 small enough and 0 ≤ t ≤ 1
ε
εθ, we have

jεα,β(t) = Dα,βεt+O(ε+ ε2t2) (4.36)

where

Dα,β := (2π)−d
∑
n∈N∗

ˆ
Sn
∂αλn,k (ds · eβ) (4.37)

2. If furthermore there exists Nmet ∈ N∗ such that λNmet−1,k < µF < λNmet+1,k for all k ∈ B
and there are uniform gaps between λNmet−1,k and λNmet,k on the one hand, and λNmet,k

and λNmet+1,k on the other hand, then there exists η > 0 such that, for all ε, t ∈ R+,

jεα,β(t) = −(2π)−d
ˆ
B
1(λNmet,k ≤ µF)∂αλNmet,k+εeβtdk +O((ε+ ε2t)eηεt). (4.38)

Note that under the assumptions of the case 2 above, the lowest N−1 bands are completely
filled, the N th band is partially filled, and the other bands are empty. Still in the setup of case
2, it follows from (4.36) and (4.38) that four different regimes can be observed for ε� 1

1. For very short times t� 1, quantum fluctuations of order O(ε) dominate the current:

jεα,β(t) = O(ε);

2. For 1� t� 1
ε
, the electrons undergo ballistic transport:

jεα,β(t) ≈ Dα,βεt,

where Dα,β is defined in (4.37);

3. For 1
ε
� t� 1

ε
log
(
ε−ζ
)

with ζ ∈ (0, η−1), we observe Bloch oscillations

jεα,β(t) ≈ −(2π)−d
ˆ
B
1(λNmet,k ≤ µF)∂αλNmet,k+εeβt dk.

In particular, when eβ is commensurate with the reciprocal lattice R∗, the current is well
approximated in this regime by a periodic function of time with zero mean;

4. for times t� 1
ε

log
(
ε−ζ
)
, our estimates do not allow us to conclude. The proofs show that

the factor eηεt is due to the unboundedness of the operator H defined in (4.1). For tight-
binding models, this factor eηεt is not present, and we would observe Bloch oscillations
up to times t� 1

ε2
. The behavior for larger times is open.

Note that some periodic metallic systems have a more complex crossing structure than that
assumed in the second case of Theorem 4.2.8. This is the case in particular for the free electron
gas (V = 0, A = 0, seen as a periodic system with an arbitrary periodic lattice), which does
not display Bloch oscillations.
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Remark 4.2.9. The coherent electronic transport model considered here neglects all sources of
dissipation (phonons, impurities, electron-electron interactions). In the Drude approximation,
these phenomena give rise to an effective timescale τ such that 1 � τ � 1/ε (larger than the
coherence timescale of the electrons, but smaller than the Bloch oscillations timescale), yielding
a finite DC conductivity σα,β ∼ Dα,βτ . In usual metals at room temperature, dissipation is
dominated by phonon scattering, and the relaxation time τ is of the order of tens of femtoseconds
[38]. By contrast, the timescale of Bloch oscillations in most experiments is much larger. Only
in structures such as semiconductor superlattices or cold atoms have Bloch oscillations been
observed experimentally [61].

Theorem 4.2.10 (conductivity in semi-metals). Assume that the system is a semimetal (As-
sumption 4.2.5). Assume furthermore that V ∈ H1

per. Then,

σα,β = lim
t→∞

1

t

ˆ t

0

lim
ε→0

jεα,β(t′)

ε
dt′ =

|I|
16

eα · eβ.

Semimetals are intermediate between insulators and metals, possessing a finite longitudinal
conductivity in the linear response regime. This is due to the peculiar properties of the Dirac
points. Note that the value of the conductivity is universal, not depending on the characteristics
of the Hamiltonian but only on the number of conical crossings. More precisely, the conductivity
tensor is isotropic and each conical intersection contributes as 1

16
to the total conductivity. Note

that this result is consistent with formula (1.17a) in [24].

4.3 Numerics

Before turning to the proofs, we illustrate our results with numerical simulations. As mentioned
in Remark 4.2.2, our results also apply to tight-binding models, and only depend on the form
of Hk. We test on a very simple model of Hk, adapted from the Haldane model [46] (itself
based on a tight-binding model of graphene), that can support many phases depending on the
values of its parameters.

The graphene lattice R is spanned by the vectors

a1 =

(√
3

2
,
1

2

)
, a2 =

(√
3

2
,−1

2

)
,

and R∗ by the vectors

b1 = 2π

(
1√
3
, 1

)
, b2 = 2π

(
1√
3
,−1

)
.

There are two sublattices, denoted A and B, with the same lattice vectors a1, a2, and for a site
in sublattice B, the three nearest neighbors are in sublattice A, with translation vectors given
by

δ1 =

(
1√
3
, 0

)
, δ2 =

(
− 1

2
√

3
,
1

2

)
, δ3 =

(
− 1

2
√

3
,−1

2

)
.

In a tight-binding model, one considers that the electronic orbitals of low enough energy are
well-localized around atoms, so that electrons can only hop between adjacent atoms. In math-
ematical terms, the tight-binding approximation is the decomposition of the Hamiltonian on a
reduced set of adequately chosen orthonormal localized functions, with low energy. These func-
tions correspond sometimes to approximate eigenfunctions (orthonormalized eigenfunctions of
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Figure 4.2: Honeycomb lattice of graphene, with sublattices A and B, and hopping vectors

a single atom in vacuum, the s, p, d, f... orbitals), or to Wannier functions, which constitute an
orthonormal basis of the low-energy eigenspaces.

Denoting such approximate functions by {Wn,R}R∈R,n≤N , where Wn,R is localized around
the lattice site R, we impose further that these functions are adapted to the symmetries of
the crystal: any space group operation mapping R to R′ should map the set {Wn,R}n≤N onto
{Wn,R′}n≤N .

Then, the elements of the tight-binding Hamiltonian (also called hopping integrals) in real
space are given by

∀R,R′ ∈ R,∀n, n′ ∈ N, tR,R′,n,n′ = 〈Wn,R|H |Wn′,R′〉 .

For some n, for some R,R′ ∈ R, there exists a n′, and a space group operation gR,R′,n,n′ that
maps Wn,R to Wn′,R′ . Hence the tight-binding Hamiltonian can be rewritten as the formal sum

HTB =
∑

R,R′,n,n′

tR,R′,n,n′gR,R′,n,n′ .

Hence, the tight-binding Hamiltonian is decomposed into the action of space group symmetries
on some set of functions, together with multiplication by a scalar. This is the mathematical
definition of hopping, and the physical picture is that the particle is in a state n at site R,
and it can jump to a neighboring state n′ at site R′, with the probability amplitude tR,R′,n,n′ .
In practice, one truncates this sum by considering only hopping between close enough sites
(nearest neighbors, next nearest neighbors...), for which |R−R′| is small enough.

By Bloch decomposition, it is sufficient to study the effect of hopping on Bloch waves
Ψk(x) = e−ik·xuk(x). Since a translation τR by a lattice vector R does not change the periodic
part of the Bloch wave,

(τRΨk) (x) = eik·Re−ik·xuk(x) = eik·RΨk(x),
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it follows that a translation τR in real space is represented in reciprocal space by the unitary
operator of multiplication by eik·R. The tight-binding Hamiltonian in reciprocal space is then
a N ×N matrix valued map, with elements

(HTB
k )n,n′ =

∑
|R|≤Rcut

eik·Rt0,R,n,n′ .

In the case of a honeycomb lattice considered here, the unit cell contains two atoms, one
of each sublattice. We consider only one state per site, which corresponds physically to the
π orbital. In this case, R labels where each unit cell is centered, and n = 1, 2 labels which
sublattice the state corresponds to, with n = 1 corresponding to sublattice A and n = 2 to
sublattice B. We introduce two different on-site energies on each sublattice: g on sublattice A,
and −g on sublattice B. This corresponds to diagonal terms without hopping, (Hk)11 = g and
(Hk)22 = −g.

Next, we consider first and second nearest neighbor hopping with amplitudes t11, t12, t21, t22.
Let us first consider nearest neighbor hopping, from the origin, taken to be on sublattice

B. Since the closest sites are on the sublattice A, the hopping corresponds to the off-diagonal
terms of Hk. Hence,

(Hk)21 = t21

3∑
i=1

eik·δi , (Hk)12 = t21

3∑
i=1

e−ik·δi .

In what follows, we will take t21 = t12 = 1. The second neighbor hopping terms, on the other
hand, stay on the same sublattice, hence correspond to the diagonal of Hk.

(Hk)22 = −g + t22eik·a1 + t22eik·a2 + t22eik·(a1−a2) + c.c.

Now, suppose we take a purely imaginary hopping t22 = it2, with t2 ∈ R. This corresponds to
introducing a magnetic potential x 7→ A(x) for the sublattice B, and using Peierls substitution,

this magnetic potential acts as multiplication of the hopping integral by a phase e−i
´R′
R A(x)·dx.

However, to preserve the periodicity of the Hamiltonian, we choose to impose that the total
magnetic flux through the unit cell is zero. This is possible if we introduce an opposite flux
through the unit cell of sublattice A, which means that t11 = t22 = −it2. Hence, it follows that

(Hk)11 = g − it2
(
eik·a1 + eik·a2 + eik·(a1−a2) − e−ik·a1 − e−ik·a2 − e−ik·(a1−a2)

)
,

(Hk)22 = −g + it2
(
eik·a1 + eik·a2 + eik·(a1−a2) − e−ik·a1 − e−ik·a2 − e−ik·(a1−a2)

)
.

For short, we then denote

Hk =

(
m(k) f(k)
f(k) −m(k)

)
,

with

m(k) = g + 2t2

(
sin(k · a1) + sin(k · a2) + sin(k · (a1 − a2))

)
,

f(k) =
3∑
i=1

eik·δi ,

The eigenvalues of Hk are λ± = ±
√
m(k)2 + |f(k)|2. With g = 0, t2 = 0, this is the standard

model of graphene: no on-site energy or magnetic flux breaking the symmetry between the two
lattices, and one can show that this results in two bands touching at level 0 at two inequivalent
points in the Brillouin zone, where f(k) vanishes. The parameter g 6= 0 opens a gap between
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the bands of size 2g. The parameter t2 can turn the system into a Chern topological insulator
(in particular, with g = 1, t2 = −1, the system is a Chern insulator with Chern number +1).
Therefore, varying the parameters g, t2 and µF, we can obtain a normal insulator, a Chern
insulator, a semimetal or a metal.

For a given set of parameters, we compute the current by using formulae (4.28)-(4.30). We
sample the Brillouin zone using a uniform grid with Ngrid = 300 points per direction, and solve
the ordinary differential equation

i
du

dt
(t) = Hk−εeβtu(t), u(0) = un,k,

for various n and k using the DifferentialEquations.jl Julia package [83] with the default
Tsitouras method of order 5.

Our parameter values are collected in Table 4.1.

Panel g µF t2 Phase
(a) 1 0 0 Normal insulator
(b) 1 0 −1 Chern insulator
(c) 1 −2 0 Metal
(d) 0 0 0 Semimetal

Table 4.1: Parameter values for the experiments in Figure 4.3

Our results are presented in the linear response regime (ε = 10−6, t� 1
ε
) in Figure 4.3.

These results are consistent with our theoretical results, including the limit values of the
conductivity in cases (b) and (d), where we obtain 4π/

√
3 ≈ 7.26 and |b1|2/8 = 2π2/3 ≈ 6.58

respectively. However, there is an additional phenomenon worth of note: in the case of insulators

and graphene, the linear response instantaneous conductivity jα,β(t) = limε→0
jεα,β(t)

ε
seems to

possess a finite limit as t → +∞. This is not captured by our results, where we used an
averaging process to suppress the oscillations. Note that for a finite Ngrid, the linear response
oscillates with frequencies λn′,k−λn,k for λn,k < µF < λn′,k, and k in the discrete Brillouin zone.
Only in the limit Ngrid →∞ do these resonances merge together to yield a finite limit for the
current. This is linked to the absence of resonances (parallel bands) in our model. A deeper
investigation of this effect would be interesting future work.

We also investigate the Bloch oscillations regime ε � 1, 1
ε
� t in Figure 4.4, where we

use the same parameters as in case (c) above. The result is consistent with our theoretical
result: periodic or quasi-periodic oscillations, depending on whether eβ is commensurate with
the reciprocal lattice or not.

4.4 Bloch decomposition of γεβ(t) and regularity of the

current

In this section, we prove Propositions 4.2.1 and 4.2.6. We point out that, formally, γεβ(t) satisfies
the equation

i∂tγ
ε
β = [H, γεβ] + ε[xβ, γ

ε
β].

The operator [xβ, γ
ε
β] can easily be seen to beR-periodic, with fibers i∂βγ

ε
β,k (where ∂β = eβ ·∇k),

and therefore, γεβ(t) is R-periodic and its fibers γεβ,k(t) satisfy the equation

i∂tγ
ε
β,k − iε∂βγεβ,k = [Hk, γ

ε
β,k] = LHkγ

ε
β,k,
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(a) Normal insulator phase, longitudinal current.
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(b) Chern insulator phase, transverse current.
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(d) Graphene phase.

Figure 4.3: Instantaneous conductivity
jεα,β(t)

ε (solid line) and running average 1
t

´ t
0

jεα,β(t′)

ε dt′ (dotted
line) for several phases, in the linear response regime (ε = 10−4, t � 1

ε ). In all cases eβ = b1, and
eα = eβ, except in panel (b) where eα = b2.
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Figure 4.4: Instantaneous conductivity
jεα,β(t)

ε in the Bloch oscillations regime (ε = 10−2, 1
ε � t). We

take eα = b1. The left figure is with eβ = b1 + b2, the right one with eβ = b1 + 1+
√

5
2 b2.

where LHk := [Hk, ·] is the Liouvillian associated with the operator Hk (see Section 4.5.1). The
left-hand side of this equation is a linear advection equation, which suggests the use of the
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method of characteristics: setting

γ̃εβ,k (t) = γεβ,k−εeβt(t), (4.39)

we obtain

i∂tγ̃
ε
β,k(t) = [Hk−εeβt, γ̃

ε
β,k(t)] = LHk−εeβt γ̃

ε
β,k(t),

which is equivalent to (4.29). The use of the gauge transform operator Gεteβ , equivalent to the
change of variable (4.39), makes these remarks rigorous.

4.4.1 Proof of Proposition 4.2.1

As outlined above, the results in Proposition 4.2.1 are well-known; they can in fact be extended
to the more general setting of ergodic magnetic Schrödinger operators (see [9]). We provide
here an elementary proof specific to the periodic case, and take this opportunity to introduce
notations and tools which will be useful in the sequel.

Proof of the first assertion. The essential self-adjointness of Hε
β follows from an extension

of the Faris-Lavine theorem [85, Theorem X.38]. Let C = C∞c (Rd;C) be the set of infinitely
differentiable, compactly supported functions.

Lemma 4.4.1 (Faris-Lavine theorem with periodic vector potentials). Let V and W be real-
valued measurable functions on Rd, W ∈ L2

loc(Rd;R) and A ∈ L4
per(Rd;Rd) such that ∇ ·A = 0

in the sense of distributions. Suppose that

1. there exists c, f ∈ R+ such that W (x) ≥ −c|x|2 − f , for a.a. x ∈ Rd;

2. 1
2
(−i∇+A)2 + V +W + 2c|x|2 is essentially self-adjoint on C;

3. for some a < 1, a
2
(−i∇+A)2 + V is bounded below on C.

Then 1
2
(−i∇+A)2 + V +W is essentially self-adjoint on C.

The proof of the above lemma is postponed until section 4.10.1.

We apply Lemma 4.4.1 with V ∈ L2
per(Rd;R),W = εxβ. The operator 1

2
(−i∇ + A)2 +

V + εxβ + 2|x|2 is essentially self-adjoint on the core C in view of [60, Theorem 3] (note that

εx · eβ ≥ −|x|2 − ε2|eβ |2
4

). Moreover, since V is L2
per(Rd;R), it is infinitesimally −∆-bounded,

and hence, there exists 0 < a < 1, such that a
2
(−i∇ + A)2 + V is bounded below. This can

be seen directly, or as a consequence of [60, Theorem 3]. Then, Lemma 4.4.1 gives that Hε
β is

essentially self-adjoint on C and therefore admits a unique self-adjoint extension on L2(Rd;C).
Hence, the propagator of the associated Schrödinger equation is well-defined, and explicitly
given by (e−itH

ε
β)t∈R.

Proof of the second assertion. The self-adjointness of the time-dependent Hamiltonian

H̃ε
β(t) =

1

2
(−i∇+A− εeβt)2 + V,

is a consequence of Lemma 4.4.1, by replacing A with (A− εeβt). To show the well-posedness

of the dynamics, since H̃ε
β(t) is R-periodic, it suffices to study its fibers. Hence we consider the

dynamics of a Schrödinger equation with Hamiltonian

H̃ε
β,k(t) =

1

2
(−i∇+A+ k − εeβt)2 + V

and we use the following lemma on the dynamics generated by time-dependent perturbations
of the free-particle Hamiltonian on L2

per.
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Lemma 4.4.2. Let H0 := −1
2
∆ be the free-particle Hamiltonian on L2

per, and a map

[0, T ] 3 t 7→ H1(t)

taking its values in the set of H0-bounded self-adjoint operators on L2
per with relative bound

lower than 1, that is: there exist 0 < a < 1 and b > 0 such that

∀t ∈ [0, T ], ∀φ ∈ H2
per, ‖H1(t)φ‖L2

per
≤ a‖H0φ‖L2

per
+ b‖φ‖L2

per
. (4.40)

Then, for all t ∈ [0, T ], the operator defined by H(t) = H0 + H1(t) is self-adjoint on L2
per with

domain H2
per, and there exists a unique unitary propagator (U(t))t∈[0,T ] on L2

per such that for
t ∈ [0, T ], and φ0 ∈ H2

per, φ : t 7→ U(t)φ0 is in C1(R;H2
per), and solves the time-dependent

Schrödinger equation
i∂tφ(t) = H(t)φ(t), φ(0) = φ0.

The proof of the above lemma is postponed to section 4.10.2.

For t ∈ [0, T ], k ∈ Rd, we have H̃ε
β,k(t) = H0 +H1(t), with

H1(t) =
1

2

[
(−i∇) · (A+ k − εeβt) + (A+ k − εeβt) · (−i∇) + (A+ k − εeβt)2

]
+ V.

Using the Sobolev embeddings H2
per ⊂ L∞per, H

1
per ⊂ L6

per, the Coulomb gauge choice ∇ · A = 0
and the fact that A ∈ L4

per(Rd;Rd) and V ∈ L2
per(Rd;R), it is standard that H1 satisfies the

conditions of Lemma 4.4.2, and the result follows.

Proof of the third assertion. We first compute the fibers of the R-periodic operator γεβ(t).
Using (4.20), we have

γεβ,k(t) =
(
G∗εteβ Ũ

ε
β(t)γ(0)Ũ εβ(t)∗Gεteβ

)
k

(4.41)

=
(
Ũ εβ(t)γ(0)Ũ εβ(t)∗

)
k+εteβ

= Ũ εβ,k+εteβ
(t)γk+εteβ(0)Ũ εβ,k+εteβ

(t)∗ (4.42)

=

Nk+εteβ∑
n=1

|Ũ εβ,k+εteβ
(t)un,k+εteβ〉〈Ũ εβ,k+εteβ

(t)un,k+εteβ |.

Since the un,k are in H2
per, we deduce that

(Jαγ
ε
β(t))k = −(−i∇+ k +A) · eαγεβ,k(t) = −∂αHkγ

ε
β,k(t)

is finite-rank (hence trace-class) uniformly in k ∈ B and therefore that the current jεα,β(t) =

Tr
(
Jαγ

ε
β(t)

)
is well-defined.

As the function k 7→ Tr
(
∂αHkγ

ε
β,k(t)

)
is R∗-periodic, we also have

jεα,β(t) = −(2π)−d
ˆ
B

Tr
(
∂αHkγ

ε
β,k(t)

)
dk = −(2π)−d

ˆ
B

Tr
(
∂αHk−εeβtγ

ε
β,k−εeβt(t)

)
dk.

4.4.2 Proof of Proposition 4.2.6

We have

j0
α,β(t) = jεα,β(0) = Tr(Jαγ(0)) = −(2π)−d

ˆ
B

Tr(∂αHkγk(0)) dk

and, when k ∈ BN for some N ∈ N∗, we have Tr(∂αHkγk(0)) = ∂α

N∑
n=1

λn,k by the Hellmann-

Feynman theorem.
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1. Under Assumption 4.2.3 (insulators), BNins
= B and k 7→ ∑Nins

n=1 λn,k is smooth and R∗-
periodic so that j0

α,β(t) = jεα,β(0) = 0 by Stokes theorem.

2. Under Assumption 4.2.4 (non-degenerate metals), the Fermi surface S is a negligible
subset of B, each non-empty BN has a smooth boundary, and we have

Tr(Jαγ(0)) = −(2π)−d
∑
N∈N∗

ˆ
BN
∂α

N∑
n=1

λn,kdk

= −(2π)−d
∑
N∈N∗

(ˆ
SN
−
ˆ
SN−1

)(
N∑
n=1

λn,k

)
(ds · eα)

= −(2π)−d
∑
N∈N∗

ˆ
SN
λN,k(ds · eα) = − µF

(2π)d

∑
N∈N∗

eα ·
(ˆ
SN
ds

)
= 0. (4.43)

3. Under Assumption 4.2.5 (semi-metals), the Fermi surface S reduces to a finite number of
points and k 7→ ∑Nsm

n=1 λn,k is globally Lipschitz and R∗-periodic on Rd, and smooth on
BNsm = B \ S, which leads to j0

α,β(t) = jεα,β(0) = 0.

4.5 Perturbation theory for time-dependent Hamiltoni-

ans

In this section we consider the dynamics generated by a Hamiltonian H(s) = H(εt), and in
particular its action on eigenspaces of H(0). We begin with some elementary properties of the
Liouvillian in Section 4.5.1, then use it to study subspace perturbation theory in Section 4.5.2.
We establish an adiabatic theorem in Section 4.5.3, and use it to study the time-dependent
Hamiltonian Hk−εeβt in Section 4.5.4. Finally, we prove a result in linear response with a
remainder independent of the gap in Section 4.5.5.

4.5.1 The Liouvillian and its partial inverse

In order to formulate and interpret our results, it is convenient to make use of the Liouvillian
formalism. Recall that if h is a bounded self-adjoint operator on a Hilbert space Hf , the
Liouvillian Lh associated with h is the bounded linear operator on L(Hf) (such a mathematical
object is sometimes called a superoperator in the physics literature) defined by

∀A ∈ L(Hf), LhA = [h,A]. (4.44)

Note that if A is self-adjoint, then LhA is anti-self-adjoint (iLhA = i[h,A] is self-adjoint). The
restriction of Lh to the space S2(Hf) of Hilbert-Schmidt operators on Hf is self-adjoint: for all
A,B ∈ S2(Hf), the products of h with A and B are still S2(Hf), and, by cyclicity of the trace,

(LhA,B)S2 = Tr ([h,A]∗B) = Tr ((A∗h− hA∗)B) = Tr (A∗(hB −Bh)) = (A,LhB)S2 . (4.45)

The operator Lh is to density matrices what the Hamiltonian h is to pure states: it is the
infinitesimal generator of the norm-continuous unitary group (Uh(t))t∈R on L(Hf) defined by

∀A ∈ L(Hf), Uh(t)A = e−ithAeith. (4.46)

In the case when h is an unbounded self-adjoint operator, (4.44) does not make sense for
all A ∈ L(Hf), but it is still possible to define the Liouvillian Lh as the infinitesimal generator

84



of the strongly-continuous unitary group (Uh(t))t∈R on L(Hf) defined by (4.46). It is then an
unbounded operator on L(Hf), self-adjoint on S2(Hf).

If Hf is of finite-dimension Nf , the action of Lh is easily understood in an orthonormal
eigenbasis (en)1≤n≤Nf of h with associated eigenvalues λ1 ≤ · · · ≤ λNf . Then,

Lh|en〉〈em| = (λn − λm)|en〉〈em|.
The operator Lh is not invertible (for instance, Lh|en〉〈en| = 0). However, it is invertible when
restricted to the subspace of block off-diagonal matrices, i.e. matrices A such that Ann′ =
Amm′ = 0 for n, n′ ≤ N < m,m′ for a given N such that λN+1 > λN . Its partial inverse L+

h,N

is given by

L+
h,N

( ∑
1≤n≤N,N<m≤Nf

Amn |em〉 〈en|+ Anm |en〉 〈em|
)

=

( ∑
1≤n≤N,N<m≤Nf

Amn |em〉 〈en| − Anm |en〉 〈em|
λm − λn

)
(4.47)

and L+
h,N is bounded in operator norm by 1

λN+1−λN
.

More generally, if h is an unbounded self-adjoint operator, let I be a closed bounded interval
of R, and assume that

g := min (1, dist (I, σ(h) \ (σ(h) ∩ I))) > 0.

The associated spectral projector is

PI,h := 1I(h) =
1

2πi

˛
C
(z − h)−1 dz, (4.48)

where C is a Cauchy contour in the complex plane such that σ(h) ∩ I is inside C and σ(h) \
(σ(h) ∩ I) is outside C. Generalizing the terminology of the finite-dimensional case, we call
off-diagonal operators (with respect to the splitting of Hf induced by PI,h) the elements of the
closed subspace

LOD
h,I := {A ∈ L(Hf) | Ph,IAPh,I = (1− Ph,I)A(1− Ph,I) = 0}

of L(Hf). This defines a S2-orthogonal splitting of operators into their diagonal and off-diagonal
parts. It is easily seen that LOD

h,I is Lh-stable, and that Lh is invertible on LOD
h,I with a bounded

inverse. We denote its partial inverse by L+
h,I , extended to all of L(Hf ) by imposing that it

vanishes on diagonal operators. L+
h,I has an explicit contour integral representation:

L+
h,IA =

1

2πi

˛
C
(z − h)−1[Ph,I , A](z − h)−1 dz, ∀A ∈ L(Hf), (4.49)

where C is a contour as above. We check this by computing L+
h,ILh,IA with the contour integral

for some A ∈ L(Hf). Since Ph,I is a spectral projector of h, we have Ph,Ih = hPh,I , from
which it follows that [Ph,I , [h,A]] = [h, [Ph,I , A]], and using h = h − z + z, we finally obtain
[Ph,I , [h,A]] = [[Ph,I , A], z − h]. Hence,

L+
h,ILh,IA =

1

2πi

˛
C
(z − h)−1[Ph,I , A](z − h)(z − h)−1 dz

− 1

2πi

˛
C
(z − h)−1(z − h)[Ph,I , A](z − h)−1 dz,

=Ph,I [Ph,I , A]− [Ph,I , A]Ph,I = (1− Ph,I)APh,I + Ph,IA(1− Ph,I).
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Since h and (z − h)−1 commute, we obtain Lh,IL
+
h,IA = L+

h,ILh,IA. We then have

Lh,IL
+
h,IA = L+

h,ILh,IA = Ph,IA(1− Ph,I) + (1− Ph,I)APh,I

for all A ∈ L(Hf ). From (4.49), we see that, when Ph,I is of finite rank N , L+
h,IA is of rank of

most 2N .

4.5.2 Subspace perturbation theory

The Liouvillian is a powerful tool to write concisely the results of subspace perturbation theory,
which studies the time dependence of a gapped subspace of a time-dependent Hamiltonian. We
consider T > 0 and (H(s))s∈[0,T ) a family of self-adjoint operators on a Hilbert space Hf sharing
the same domain D ⊂ Hf and satisfying the following assumptions:

H1 H(s) ≥ 1 for all s ∈ [0, T );

H2 for each φ ∈ D, the map s 7→ H(s)φ is in Cn([0, T ),Hf) for some n ≥ 1. For all 1 ≤ l ≤ n,
the operator H(l)(s) is self-adjoint on Hf for all s ∈ [0, T ), and

αl := sup
s∈[0,T )

‖H(l)(s)H(s)−1‖L(Hf) <∞; (4.50)

H3 there exist M ∈ R+ and bounded continuous functions a± : [0, T ] → R with 0 ≤ a− ≤
a+ ≤ M defining bounded closed intervals I(s) = [a−(s), a+(s)] ⊂ R such that, for all
s ∈ [0, T ),

g(s) := min (1, dist(I(s), σ(H(s)) \ (σ(H(s)) ∩ I(s)))) > 0,

P (s) := 1I(s)(H(s)) has a finite (constant) rank N ∈ N∗,

Under these assumptions, we set
L+(s) := L+

H(s),I(s).

Proposition 4.5.1. Assume H1, H2 and H3. Then, P ∈ Cn([0, T ),L(Hf)), L+ ∈ Cn([0, T ),L(L(Hf))),
and

Ṗ (s) = L(s)+[P (s), Ḣ(s)]. (4.51)

Furthermore, there exist constants C1, · · · , Cn ∈ R+ depending only on α1, · · · , αn and M such
that the following bounds hold for all 0 ≤ l ≤ n, s ∈ [0, T ) and A ∈ L(Hf):

‖H(s)P (s)‖ ≤M, (4.52)

‖H(s)P (l)(s)‖ ≤ Cl
g(s)l+1

, (4.53)

‖H(s)(L+)(l)(s)A‖ ≤ Cl
g(s)l+3

‖A‖. (4.54)

In addition, P (l)(s) has rank at most (l + 1)N , and (L+)(l)(s)A has rank at most clN where cl
is a constant that only depends on l (in particular, c0 = 2 and c1 = 10).

Remark 4.5.2. The powers of the gap in the bounds (4.53) and (4.54) are too pessimistic, as
could be shown by a more detailed analysis. For instance, in the case l = 0, L+(s) can be seen
from the arguments at the beginning of this section to be bounded by a constant times 1

g(s)
.

Similarly, the operator Ṗ is bounded by a constant times 1
g(s)

, using (4.51). Nevertheless, the
above bounds are more straightforward to establish and will suffice for our purposes.
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Proof. Differentiating LH(s)P (s) = 0, we get

LH(s)Ṗ (s) = [P (s), Ḣ(s)].

Since both [P (s), Ḣ(s)] and Ṗ (s) are off-diagonal operators (the first by direct calculation, the
second by differentiating the relationship P (s)2 = P (s)), we deduce (4.51). By the functional
calculus, ‖H(s)P (s)‖ = ‖H(s)1I(s)(H(s))‖ ≤ a+(s) ≤M , whence (4.52).

In the following we take for C(s) the rectangular contour centered at the center of I(s), of
length |I(s)|+ g(s) and height g(s), so that

|C(s)| ≤ 2M + 4 and for all z ∈ C(s),
∥∥∥∥ 1

z −H(s)

∥∥∥∥ ≤ 2

g(s)
. (4.55)

We use the integral representation (4.48):

P (s) =
1

2πi

˛
C(s)

1

z −H(s)
dz. (4.56)

Using for all z ∈ C(s) the bound∥∥∥∥ H(s)

z −H(s)

∥∥∥∥ = sup
λ∈σ(H(s))

∣∣∣∣ λ

z − λ

∣∣∣∣ ≤ 1 + sup
λ∈σ(H(s))

∣∣∣∣ z

z − λ

∣∣∣∣ ≤ 1 +
2(M + g(s))

g(s)
≤ 2M + 3

g(s)
(4.57)

establishes (4.53) for l = 0.

Since σ (H(s)) varies continuously, the contour C(s) in (4.56) above can be kept fixed equal
to C(s0) for s in a neighborhood of any s0 ∈ [0, T ). Using

d

ds

1

z −H(s)
=

1

z −H(s)
Ḣ(s)

1

z −H(s)
(4.58)

it follows that P ∈ C1([0, T ),L(Hf)) and

Ṗ (s) =
1

2πi

˛
C(s)

1

z −H(s)
Ḣ(s)

1

z −H(s)
dz.

Using the bounds (4.50), (4.55) and (4.57), it follows that

‖H(s)Ṗ (s)‖ ≤ (2M + 3)(2M + 4)α1

πg(s)2

which proves (4.53) for l = 1. The general case for l > 1 follows from repeated application of
the chain rule to (4.56) and (4.58), and the bounds (4.50), (4.55) and (4.57).

The differentiability and bounds on the inverse Liouvillian are treated using the same ar-
guments on the representation

L+(s)A =
1

2πi

˛
C(s)

1

z −H(s)
[P (s), A]

1

z −H(s)
dz.

Let (u0
n)n=1,...,N be an orthonormal basis of P (0). Then the solutions to the parallel transport

equation u̇n(s) = Ṗ (s)un(s) with un(0) = u0
n are easily checked to be a Cn orthogonal basis of

RanP (s). It follows that one has

P (l)(s) =
N∑
n=1

l∑
m=0

(
l

m

)
|u(m)
n (s)〉〈u(l−m)

n (s)|.

Therefore, P (l)(s) is of rank at most (l + 1)N . From the integral representation of L+(s)
(see (4.49)), it follows that, for any bounded operator A, L+(s)A is of rank at most 2N . Its
derivatives are sums of terms which all contain as a factor P (s) or one of its derivative, and

the result follows with cl = 2
∑

k1+k2+k3=l, kj∈N

(k2 + 1).
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4.5.3 Adiabatic theory

The following proposition is an adaptation in our context of the classical adiabatic theorem that
the Schrödinger evolution with a slowly evolving Hamiltonian H(εt) approximately preserves
gapped eigenspaces [95]. We explicitly compute the corrections to first order in ε.

Proposition 4.5.3. Assume the same hypotheses as in Proposition 4.5.1. Let (U ε(t, t′))0≤t′≤t<ε−1T

be the propagator associated with the family of time-scaled Hamiltonians (H(εt))t∈[0,ε−1T ), i.e.

i
∂U ε

∂t
(t, t′) = H(εt)U ε(t, t′), t ∈ [t′, ε−1T ) U ε(t′, t′) = Id, (4.59)

and U ε(t) = U ε(t, 0). For all ε ≥ 0 and t ∈ [0, ε−1T ), it holds

U ε(t)P (0)U ε(t)∗ = P (εt) + iεL+(εt)Ṗ (εt)− iεU ε(t)
(
L+(0)Ṗ (0)

)
U ε(t)∗ +Rε(t), (4.60)

with

Rε(t) = −iε2

ˆ t

0

U ε(t, t′)
d

ds

(
L(s)−1Ṗ (s)

)∣∣∣∣
s=εt′

U ε(t, t′)∗ dt′. (4.61)

In addition, we have the following estimates:

∀0 ≤ t′ ≤ t < ε−1T,
∥∥H(εt)U ε(t, t′)H(εt′)−1

∥∥
L(Hf)

≤ eα1ε(t−t′), (4.62)∥∥H(εt)1/2U ε(t, t′)H(εt′)−1/2
∥∥
L(Hf)

≤ eα1ε(t−t′)/2. (4.63)

Proof. The existence and uniqueness of the strongly-continuous unitary propagator (U ε(t, t′))
satisfying (4.59) can be obtained using (4.50) for l = 1, and Theorem X.70 and the arguments
in the proof of Theorem X.71 in [85]. We pass to the interaction picture defined by H(εt)
and compute the evolution of a C1 time-dependent Hilbert-Schmidt observable Aε(t) in that
picture:

d

dt
(U ε(t)∗Aε(t)U ε(t)) = U ε(t)∗

(
Ȧε(t) + i[H(εt), Aε(t)]

)
U ε(t). (4.64)

We first apply (4.64) to Aε(t) = P (εt) and obtain

d

dt
(U ε(t)∗P (εt)U ε(t)) = ε U ε(t)∗Ṗ (εt)U ε(t). (4.65)

Estimating this to be of size ε is not enough because we look at long time scales. What allows
us to proceed further is that this quantity is oscillating on a timescale of order O(1). Indeed,
applying (4.64) to Aε(t) = L+(εt)Ṗ (εt), for which [H(εt), Aε(t)] = Ṗ (εt), we obtain

U ε(t)∗Ṗ (εt)U ε(t) = −i d
dt

(
U ε(t)∗(L+(εt)Ṗ (εt))U ε(t)

)
+ iU ε(t)∗

d

dt

(
L+(εt)Ṗ (εt)

)
U ε(t).

Integrating (4.65) over [0, t] and using the above equality leads to

U ε(t)∗P (εt)U ε(t) = P (0) + ε

ˆ t

0

U ε(t′)∗Ṗ (εt′)U ε(t′) dt′

= P (0)− iεU ε(t)∗
(
L+(εt)Ṗ (εt)

)
U ε(t) + iεL+(0)Ṗ (0) + rε(t)

with

rε(t) = iε

ˆ t

0

U ε(t′)∗
d

dt′

(
L+(εt′)Ṗ (εt′)

)
U ε(t′) dt′ = iε2

ˆ t

0

U ε(t′)∗
d

ds

(
L+(s)Ṗ (s)

)∣∣∣∣
s=εt′

U ε(t′) dt′.
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This implies

U ε(t)P (0)U ε(t)∗ = P (εt) + iεL+(εt)Ṗ (εt)− iεU ε(t)
(
L+(0)Ṗ (0)

)
U ε(t)∗ +Rε(t), (4.66)

with

Rε(t) = −iε2

ˆ t

0

U ε(t, t′)
d

ds

(
L+(s)Ṗ (s)

)∣∣∣∣
s=εt′

U ε(t, t′)∗ dt′,

which establishes (4.60).

Let us now prove (4.62). Let ψ ∈ D. For all t ∈ [t′, ε−1T ), we set ψε(t) = U ε(t, t′)ψ and
φε(t) = H(εt)ψε(t). We have

i
dφε
dt

(t) = i
d

dt
(H(εt)ψε(t)) = H(εt)φε(t) + iεḢ(εt)H(εt)−1φε(t),

from which we obtain

φε(t) = U ε(t, t′)H(εt′)ψ + iε

ˆ t

t′
Ḣ(εt′′)H(εt′′)−1φε(t

′′) dt′′,

and finally

‖φε(t)‖Hf
≤ ‖H(εt′)ψ‖Hf

+ α1ε

ˆ t

t′
‖φε(t′′)‖Hf

dt′′.

By the Grönwall lemma,

‖H(εt)U ε(t, t′)ψ‖Hf
= ‖φε(t)‖Hf

≤ ‖H(εt′)ψ‖Hf
eα1ε(t−t′).

Applying this inequality to ψ = H(εt′)−1φ for all φ ∈ Hf gives (4.62). We obtain (4.63) by
interpolation (see e.g. [85, Section IX.4, Proposition 9]).

The third term
−U ε(t)

(
iL+(0)Ṗ (0)

)
U ε(t)∗

of the right-hand side of (4.60) is oscillatory, and can be written as the derivative controllingof
a bounded function up to higher order terms. Its time-average therefore becomes negligible in
the considered regimes. Let us introduce the space

LOD(s) := {A ∈ L(Hf) | P (s)AP (s) = (1− P (s))A(1− P (s)) = 0}

of bounded off-diagonal operators relatively to the decomposition Hf = Ran(P (s))⊕Ker(P (s)).

Lemma 4.5.4. Under the assumptions of Propositions 4.5.1 and 4.5.3, we have for any self-
adjoint operator A ∈ LOD(0),

U ε(t)AU ε(t)∗ =
d

dt

(
iL+(εt) (U ε(t)AU ε(t)∗)

)
+Rε

A(t), (4.67)

where

Rε
A(t) = 2U ε(t)rε(t)Arε(t)U ε(t)∗−

(
U ε(t)(1−2P (0))Arε(t)U ε(t)∗+h.c.

)
+εi

dL+

ds
(εt)
(
U ε(t)AU ε(t)∗

)
and

rε(t) = −iεU ε(t)∗
(
L+(εt)Ṗ (εt)

)
U ε(t) + iεL+(0)Ṗ (0) + U ε(t)∗Rε(t)U ε(t).
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Proof. We have

d

dt

(
iL+(εt) (U ε(t)AU ε(t)∗)

)
= εi

dL+

ds
(εt) (U ε(t)AU ε(t)∗) + L+(εt)L(εt) (U ε(t)AU ε(t)∗)

= εi
dL+

ds
(εt)U ε(t)AU ε(t)∗ + P (εt)U ε(t)AU ε(t)∗(1− P (εt)) + h.c.,

and we deduce from (4.60) that P (εt)U ε(t) = U ε(t) (P (0) + rε(t)). We therefore have

P (εt)U ε(t)AU ε(t)∗(1− P (εt)) + h.c. =U ε(t) (P (0) + rε(t))A(1− P (0)− rε(t))U ε(t)∗ + h.c.

=U ε(t)AU ε(t)∗ + (U ε(t) (1− 2P (0))Arε(t)U ε(t)∗ + h.c.)

+ 2U ε(t)rε(t)Arε(t)U ε(t)∗,

where we have used that A = P (0)A(1− P (0)) + (1− P (0))AP (0).

4.5.4 Application to coherent transport in Bloch representation

Let H be the periodic magnetic Hamiltonian defined in (4.1), J the current operator whose
components are defined in (4.6), µF the Fermi level,

µ := 1 + minσ(H) and η = max
|e|≤|eα|,|eβ |

‖(J · e)(H + µ)−1‖L(L2(Rd;C)) <∞.

Let k ∈ Rd. Assume that λNk+1,k − λNk,k > 0 and set

sk = inf{s > 0 | gk(s) = 0} where gk(s) := min(1, λNk+1,k−seβ − λNk,k−seβ).

We consider the family of Hamiltonians

H(s) := Hk−eβs + µ. (4.68)

We have

Ḣ(s) = −∂βHk−seβ = −((−i∇+ k +A− seβ) · εβ) = Jβ,k−seβ , (4.69)

Ḧ(s) = |eβ|2IdL2
per
, (4.70)

and so hypotheses H1-H3 of Proposition 4.5.1 are satisfied with Hf = L2
per, D = H2

per, T = sk,
n arbitrarily large, α1 ≤ η, α2 = |eβ|2, αl = 0 for l ≥ 3, a−(s) = minσ(H) + µ, a+(s) =
λNk,k−seβ + µ, M = maxk′∈B λNk′+1,k′ + µ, g(s) = gk(s), and N = Nk.

Corollary 4.5.5. Let k ∈ Rd such that λNk+1,k − λNk,k > 0. Then, for all ε > 0 and t ∈
[0, ε−1sk), the operator ∂αHk−εeβtγ

ε
β,k−εeβt(t) is in S1,per, and we have

Tr(∂αHk−εeβtŨ εβ,k(t)γk(0)Ũ εβ,k(t)∗) =∂α
(
Tr
(
Hk−εeβtPNk,k−εeβt

))
+iεTr

(
∂αHk−εeβtL

+
Nk,k−εeβt∂βPNk,k−εeβt

)
−iεTr

(
∂αHk−εeβtŨ εβ,k(t) L+

Nk,k
∂βPNk,k Ũ εβ,k(t)∗

)
+ Rε

k(t), (4.71)
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where each term of the right-hand side is a well-defined real number and L+
N,k is a shorthand

notation for the inverse Liouvillian L+
Hk,[λ1,k,λN,k]. In addition, we have the following bounds

|Tr(∂αHk−εeβtŨ εβ,k(t)γk(0)Ũ εβ,k(t)∗)| ≤ Ceηεt, (4.72)

|∂α
(
Tr
(
Hk−εeβtPNk,k−εeβt

))
| ≤ C,

|εTr
(
∂αHk−εeβtL

+
Nk,k−εeβt∂βPNk,k−εeβt

)
| ≤ C

ε

gk(εt)4
,

|εTr
(
∂αHk−εeβtŨ εβ,k(t) L+

Nk,k
∂βPNk,k Ũ εβ,k(t)∗

)
| ≤ C

εeηεt

gk(0)4
, (4.73)

|Rε
k(t)| ≤

Cε2teηεt

mins∈[0,εt] gk(s)6
, (4.74)

for a constant C ∈ R+ independent of k, ε and t.

Proof. Applying the second assertion in Proposition 4.5.3, we get

Ũ εβ,k(t)γk(0)Ũ εβ,k(t)∗ =PNk,k−εeβt + iεL+
Nk,k−εeβt∂βPNk,k−εeβt

− iεŨ εβ,k(t)
(
L+
Nk,k

∂βPNk,k
)
Ũ εβ,k(t)∗ +Rε

k(t), (4.75)

Each term A in (4.75) being a finite-rank self-adjoint operator, it holds

‖∂αHk−εeβtA‖S1 ≤ Rank(A)‖∂αHk−εeβtA‖ ≤ ηRank(A)‖(Hk−εeβt + µ)A‖,
and again by Proposition 4.5.3 we get

Tr(∂αHk−εeβtŨ εβ,k(t)γk(0)Ũ εβ,k(t)∗) = Tr
(
∂αHk−εeβtPNk,k−εeβt

)
+iεTr

(
∂αHk−εeβtL

+
Nk,k−εeβt∂βPNk,k−εeβt

)
−iεTr

(
∂αHk−εeβtŨ εβ,k(t)

(
L+
Nk,k

∂βPNk,k
)
Ũ εβ,k(t)∗

)
+ Tr

(
∂αHk−εeβtR

ε
k(t)
)

with

Rε
k(t) = iε2

ˆ t

0

Ũ εβ,k(t, t′)∂kβ
(
L+
Nk,k−εeβt′∂kβPNk,k−εeβt′

)
Ũ εβ,k(t, t′)∗ dt′. (4.76)

It results from the Hellmann-Feynman formula that

Tr
(
∂αHk−εeβtPN,k−εeβt

)
= ∂α

(
Tr
(
Hk−εeβtPN,k−εeβt

))
.

Finally, using Propositions 4.5.1 and 4.5.3, we obtain the bounds (4.72)-(4.74). In particular,

|Rε
k(t)| =

∣∣∣Tr
(
∂αHk−εeβtR

ε
k(t)
) ∣∣∣

≤ 4Nkε
2ηt sup

t′∈[0,t)

(
eηε(t−t

′)
∥∥∥Hk−εeβt′∂kβ

(
L+
Nk,k−εeβt′∂kβPNk,k−εeβt′

)∥∥∥)
≤ C

ηε2teηεt

infs∈[0,εt) gk(s)6
,

where C ∈ R+ is independent of k, ε and t.

Remark 4.5.6. The decomposition (4.71) will be key to computing the current in insulators,
non-degenerate metals and semimetals. The first three terms in the right-hand side of (4.71)
have different physical meanings. The first term is the adiabatic term: electrons simply are
transported adiabatically across the Brillouin zone. This term will be responsible for the bal-
listic transport of electrons in metals. The second is the first-order static response, and will be
the cause of the Hall conductivity in insulators. The third is oscillatory, and is related to the
AC response of solids (not treated here). This decomposition only makes sense for a non-zero
gap; in particular, it cannot be used to compute the contribution to the current for k points
close to Dirac points for semimetals.

91



4.5.5 Linear response

We now aim at obtaining an expansion of the current to first order in ε for a given t, based on
a Dyson expansion instead of the adiabatic theorem. In contrast to the previous result, this
gives a remainder that does not depend on a gap, and will therefore be useful for the study of
semimetals near Dirac points.

Proposition 4.5.7. Let H be the periodic magnetic Hamiltonian defined in (4.1). Under the
additional assumptions that V ∈ H1

per and A ∈ (H2
per)

d, there exists a constant C ∈ R+ such
that for all k ∈ Rd such that λNk+1,k − λNk,k > 0, we have for all ε, t ∈ R+,

Tr
(
∂αHk−εeβtŨ εβ,k(t) γk(0) Ũ εβ,k(t)∗

)
=∂αTr (Hkγk(0))− εt∂α∂β (Tr(Hkγk(0)))

+ iεTr
(
∂αHk(e

−itLk − 1)L+
k ∂βγk(0)

)
+ ρεk(t), (4.77)

with, when εt ≤ 1,
|ρεk(t)| ≤ Cε2t3(1 + t3). (4.78)

Proof. Let k be such that λNk+1,k − λNk,k > 0. Since k′ 7→ Tr (Hk′γk′(0)) is real-analytic in a
neighborhood of k, we have by Hellmann-Feynman theorem

∂αTr (Hkγk(0)) = Tr (∂αHkγk(0)) and ∂α∂βTr (Hkγk(0)) = Tr (∂α∂βHkγk(0)) + Tr (∂αHk∂βγk(0)) .

We also have ∂αHk−εeβt = ∂αHk − εteα · eβ. It follows that

ρεk(t) =Tr
(
∂αHkŨ εβ,k(t) γk(0) Ũ εβ,k(t)∗

)
− Tr (∂αHkγk(0)) + εtTr (∂αHk∂βγk(0))

− iεTr
(
∂αHk(e

−itLk − 1)L+
k ∂βγk(0)

)
.

We now expand the first term in the right hand side of this equation. We set µ := 1+min σ(H),

H(s) := Hk−seβ + µ, A = ∂αHk, I0 = [0,
1

2
(λNk,k + λNk+1,k) + µ], P (s) = 1I0(H(s)).

It holds

H(s) = h0 + sh1 +
s2|eβ|2

2

with h0 = Hk + µ and h1 = Jβ,k = −∂βHk. The operators h0, h1 and A are self-adjoint on

L2
per and we have h0 ≥ 1 and h1h

−1/2
0 and Ah

−1/2
0 bounded. Besides, P (s) = γk−seβ(0), so that

Ṗ (0) = −∂βγk(0). Let (U ε(t, t′))t,t′∈R be the propagator associated with the family (H(εt))t∈R
and U ε(t) := U ε(t, 0). We have U ε(t, t′) = e−iµ(t−t′)U εk(t, t′) and U ε(t) = e−iµtU εk(t). With these
notations, we have

ρεk(t) = Tr (AU ε(t)P (0)U ε(t)∗)− Tr (AP (0))− εtTr
(
AṖ (0)

)
+ iεTr

(
A(e−itL0 − 1)L+

0 Ṗ (0)
)
,

where L0 = Lh0,I0 and L+
0 = L+

h0,I0
, and we focus on expanding the operator U ε(t)P (0)U ε(t)∗

close to t = 0.

Lemma 4.5.8. We have

U ε(t)P (0)U ε(t)∗ = P (0) + ε
(
tṖ (0)− i

(
e−itL0 − 1

)
(L+

0 Ṗ (0))
)

+ Πε
2(t) (4.79)

with ρεk(t) = Tr (AΠε
2(t)). Moreover, we have the bound (4.78)

|ρεk(t)| ≤ Cε2t3(1 + t3).
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Lemma 4.5.8 closes the proof of Proposition 4.5.7.

Proof of Lemma 4.5.8. We deduce from the Dyson expansion that

U ε(t) = U0(t) + V ε(t) +W ε(t),

where U0(t) = e−ith0 and

V ε(t) = −iε
ˆ t

0

U0(t− t′)t′h1U
0(t′) dt′,

W ε(t) = ε2

(
−it

3

6
U0(t) +

ˆ t

0

(ˆ t′

0

U ε(t, t′)t′(h1 + εt′/2)U0(t′ − t′′)t′′(h1 + εt′′/2)U0(t′′) dt′′

)
dt′

)
.

This induces U ε(t)P (0)U ε(t)∗ = P (0) + Πε
1(t) + Πε

2(t) where

Πε
1(t) = V ε(t)P (0)U0(t)∗ + h.c. = −iε

ˆ t

0

t′U0(t− t′)[h1, P (0)]U0(t− t′)∗ dt′,

Πε
2(t) = V ε(t)P (0)V ε(t)∗ +

(
W ε(t)P (0)(U0(t) + V ε(t))∗ + h.c.

)
+W ε(t)P (0)W ε(t)∗.

We first analyze Πε
1(t) by computing

U0(t− t′)[h1, P (0)]U0(t− t′)∗ = −e−i(t−t′)L0L0Ṗ (0)

= i
d

dt′
e−i(t−t

′)L0Ṗ (0)

=
d2

dt′2
e−i(t−t

′)L0L+
0 Ṗ (0),

where we have used Ṗ (0) = L+
0 [P0, h1] and Ṗ (0) = L+

0 L0. Using integration by parts, we obtain

Πε
1(t) = ε

(
tṖ (0)− i

(
e−itL0 − 1

)
(L+

0 Ṗ (0))
)

and (4.79) follows.
We now work on the bound (4.78). For that purpose, we introduce the following quantities,

which are independent of k, ε and t:

ν0 = max
|e|≤|eα|,|eβ |

‖(J · e)(H + µ)−1/2‖L(L2(Rd;C)),

ν1 = max
|e|≤|eα|,|eβ |

‖(H + µ)1/2(J · e)(H + µ)−1‖L(L2(Rd;C)),

ν2 = max
|e|≤|eα|,|eβ |

‖(H + µ)(J · e)(H + µ)−2‖L(L2(Rd;C)),

λ = max
k∈Rd,|k−k′|≤|eβ |

‖(Hk + µ)1/2(Hk′ + µ)−1/2‖L(L2
per)
.

Note that the assumptions A ∈ (L4
per)

d, ∇ · A = 0, and V ∈ L2
per are sufficient to ensure that

the quantities ν0, ν1 and λ are finite. Besides, since ‖h0h1h
−2
0 ‖ ≤ ‖(H + µ)Jβ(H + µ)−2‖ and

(H + µ)Jβ(H + µ)−2 = Jβ(H + µ)−1 − 2i
d∑

α=1

(∂αAβ − ∂βAα)Jα(H + µ)−2 − (∆Aβ)(H + µ)−2

+ i∂βV (H + µ)−2,

we deduce from the assumptions A ∈ (H2
per)

d and V ∈ H1
per that ‖(H + µ)Jβ(H + µ)−2‖ <∞,

hence that ν2 <∞.
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We now aim at controlling ρk(t) thanks to ν0, ν1, ν2 and λ. Using the relations P (0) = P (0)2

and P (0) = h−m0 hm0 P (0) with

‖hm0 P (0)‖ ≤ (µF + µ)m, ‖h−1
0 ‖ ≤ ‖h−1/2

0 ‖ ≤ 1 and Rank(P (0)) = Nk ≤ N := max
k′

Nk′ ,

we deduce

|ρεk(t)| ≤ N

(
(µF + µ)2‖AV ε(t)h−1

0 ‖ ‖V ε(t)h−1
0 ‖+ 2(µF + µ)3‖AW ε(t)h−2

0 ‖ (‖h−1
0 ‖+ ‖V ε(t)h−1

0 ‖)

+ (µF + µ)3‖AW ε(t)h−2
0 ‖‖W ε(t)h−1

0 ‖
)

≤ Nν0

(
(µF + µ)2‖h1/2

0 V ε(t)h−1
0 ‖2 + (µF + µ)3‖h1/2

0 W ε(t)h−2
0 ‖

(
2 + 2‖V ε(t)h−1

0 ‖

+ ‖W ε(t)h−1
0 ‖
))

.

Next, we get

‖V ε(t)h−1
0 ‖ ≤

εt2

2
‖h1h

−1
0 ‖ ≤

εt2

2
ν0, ‖h1/2

0 V ε(t)h−1
0 ‖ ≤

εt2

2
ν1,

‖W ε(t)h−1
0 ‖ ≤ ε2t3

(
1

6
+ ν0ν1

t

8
+ (εt)t

( ν0

30
+
ν1

20

)
+ (εt)2t

1

72

)
,

‖h1/2
0 W ε(t)h−2

0 ‖ ≤ ε2t3λeηεt/2
(

1

6
+ ν1ν2

t

8
+ (εt)t

( ν1

30
+
ν2

20

)
+ (εt)2t

1

72

)
.

It follows that there exists a constant C depending only on V , A and µF, such that

|ρεk(t)| ≤ Cε2t3
(
t+ eηεt/2

(
1 + t(1 + (εt)2) + (εt)t2(1 + (εt)3) + (εt)4t3(1 + (εt)2)

))
,

which leads to (4.78) when εt ≤ 1.

4.6 Insulators

In this section and the following ones, we use the notation O(f(ε, t, t′, δ)) to denote a term that
is bounded in absolute value by Cf(ε, t, t′, δ), where C is a constant that can depend on the
system under consideration (through A, V , µF, eα and eβ), but not on the parameters ε, t, t′, δ.
We also denote γ0

k for γk(0).

We now prove Theorem 4.2.7. For insulators, Nk = Nins for all k, and λNk+1,k−λNk,k, hence
gk(s), is uniformly bounded away from zero. We use the notation L+

k for L+
Nins,k

. We apply
Corollary 4.5.5 and obtain by integrating over the Brillouin zone

jεα,β(t) =−(2π)−d
ˆ
B
∂α

(
Tr
(
Hk−εeβtγ

0
k−εeβt

))
dk−iε(2π)−d

ˆ
B

Tr
(
∂αHk−εeβtL

+
k−eβt∂βγ

0
k−εeβt

)
dk

+ iε(2π)−d
ˆ
B

Tr
(
∂αHk−εeβt Ũ εβ,k(t) (L+

k ∂βγ
0
k) Ũ εβ,k(t)∗

)
dk +O

(
ε2teηεt

)
.

As mentioned in Remark 4.5.6, these three terms are adiabatic, static and oscillatory re-
spectively.

• The first term of the right-hand side vanishes for all t, as the integral of the derivative of
the smooth periodic function k 7→ Tr(Hkγ

0
k) on a unit cell.
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• The second term is dealt with using the relation

L+
k ((∂αHk)

OD) = [γ0
k , ∂αγ

0
k],

where (∂αHk)
OD = γ0

k(∂αHk)(1− γ0
k) + (1− γ0

k)(∂αHk)γ
0
k. By periodicity, we have

ˆ
B

Tr
(
∂αHk−εeβtL

+
k−εeβt∂βγ

0
k−εeβt

)
dk =

ˆ
B

Tr
(
∂αHkL

+
k ∂βγ

0
k

)
dk,

and we observe that

Tr
(
∂αHkL

+
k ∂βγ

0
k

)
= Tr

(
(∂αHk)

ODL+
k ∂βγ

0
k

)
= Tr

(
L+
k ((∂αHk)

OD)∂βγ
0
k

)
= Tr

(
[γ0
k, ∂αγ

0
k]∂βγ

0
k

)
, (4.80)

so that ˆ
B

Tr
(
∂αHk−εeβtL

+
k−εeβt∂βγ

0
k−εeβt

)
dk =

ˆ
B

Tr
(
γ0
k[∂αγ

0
k, ∂βγ

0
k]
)
dk.

• We now focus on the time-average of the oscillating term

ωε(t) :=
1

t

ˆ t

0

dt′
ˆ
B

Tr
(
∂αHk−εeβt′ Ũ εβ,k(t′) (iL+

k ∂βγ
0
k) Ũ εβ,k(t′)∗

)
dk.

In order to bound this term, we apply Lemma 4.5.4 to A = iL+
k ∂βγ

0
k, which is a self-

adjoint off-diagonal operator for the decomposition L2
per = Ran(γ0

k) ⊕ Ker(γ0
k). We thus

get

Ũ εβ,k(t)
(
iL+

k ∂βγ
0
k

)
Ũ εβ,k(t)∗ =

d

dt

(
iL+

k−εeβt

(
Ũ εβ,k(t)(iL+

k ∂βγ
0
k)Ũ εβ,k(t)∗

))
+ R̃ε

k(t),

where

R̃ε
k(t) = 2Ũ εβ,k(t)rεk(t)(iL+

k ∂βγ
0
k)r

ε
k(t)Ũ εβ,k(t)∗ −

(
Ũ εβ,k(t)(1− 2γ0

k)(iL
+
k ∂βγ

0
k)r

ε
k(t)Ũ εβ,k(t)∗ + h.c.

)
− εi∂βL+

k−εteβ Ũ
ε
β,k(t)(iL

+
k ∂βγ

0
k)Ũ εβ,k(t))∗

and

rεk(t) = iεŨ εβ,k(t)∗
(
L+
k−εteβ∂βγ

0
k−εteβ

)
Ũ εβ,k(t)− iεL+

k ∂βγ
0
k + Ũ εβ,k(t)∗Rε

k(t)Ũ εβ,k(t),

where Rε
k(t) is defined in (4.76). Therefore,

Tr
(
∂αHk−εeβtŨ εβ,k(t) (iL+

k ∂βγ
0
k) Ũ εβ,k(t)∗

)
= Tr

(
∂αHk−εeβt

d

dt

(
Ũ εβ,k(t) (iL+

k ∂βγ
0
k) Ũ εβ,k(t)∗

))
+ Tr

(
∂αHk−εeβtR̃

ε
k(t)
)

=
d

dt
Tr
(
∂αHk−εeβt

(
Ũ εβ,k(t) (iL+

k ∂βγ
0
k) Ũ εβ,k(t)∗

))
+ Tr

(
∂αHk−εeβtR̃

ε
k(t)
)

since

Tr

(
d

dt
(∂αHk−εeβt) Ũ εβ,k(t) (iL+

k ∂βγ
0
k) Ũ εβ,k(t)∗

)
= −εTr

(
∂kαkβHk−εeβtŨ εβ,k(t) (iL+

k ∂βγ
0
k) Ũ εβ,k(t)∗

)
= −εeα · eβ Tr

(
Ũ εβ,k(t) (iL+

k ∂βγ
0
k) Ũ εβ,k(t)∗

)
= −εeα · eβ Tr

(
iL+

k ∂βγ
0
k

)
= 0,
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where we have used the fact that ∂kαkβHk = −eα · eβ and the off-diagonal character of
iL+

k ∂βγ
0
k. Hence, using the bounds from Proposition 4.5.1, we obtain

ωε(t) =
1

t

ˆ
B

Tr
(
∂αHk−εeβt

(
Ũ εβ,k(t) (iL+

k ∂βγ
0
k) Ũ εβ,k(t)∗

))
dk +

1

t

ˆ t

0

dt′
ˆ
B

Tr
(
∂αHk−εeβt′R̃

ε
k(t
′)
)
dk

= O

((
1

t
+ ε

)
eηεt
)
.

The result follows.

4.7 Metals

We prove the two assertions of Theorem 4.2.8 in sequence.

4.7.1 Linear response

We prove the first assertion of Theorem 4.2.8: We first note that, for ε > 0 small enough and
t ≤ 1

ε
εθ, the function k 7→ λNk+1,k−εeβt − λNk,k−εeβt is bounded away from zero, and therefore

so is gk(εt). We can therefore apply Corollary 4.5.5 on each BN to obtain

jεα,β(t) = (2π)−d
∑
N∈N

(
−
ˆ
BN

Tr
(
∂αHk−εeβtPN,k−εeβt

)
dk (4.81)

−iε
ˆ
BN

Tr
(
∂αHk−εeβtL

+
k−εeβt∂βPN,k−εeβt

)
dk

+iε

ˆ
BN

Tr
(
∂αHk−εeβtŨ εβ,k(t) L+

k ∂βPN,k Ũ εβ,k(t)∗
)
dk

)
+O

(
ε2teηεt

)
and so

jεα,β(t) =− (2π)−d
∑
N∈N

ˆ
BN

Tr
(
∂αHk−εeβtPN,k−εeβt

)
dk +O(ε(1+θ) exp

(
ηεθ
)
) (4.82)

when t ≤ 1
ε
εθ. In contrast to the case of insulators however, the adiabatic term

−(2π)−d
∑
N∈N

ˆ
BN
∂α Tr

(
Hk−εeβtPN,k−εeβt

)
dk = εt(2π)−d

∑
N∈N

ˆ
BN
∂α∂β (Tr(HkPN,k)) dk +O(ε2t2)

has a non-zero first-order contribution (the zeroth-order term vanishes by (4.43)). The propor-
tionality factor is computed by the Stokes formula as

∑
N∈N∗

ˆ
BN

∂α∂β Tr
(
Hkγ

0
k

)
dk =

∑
N∈N∗

ˆ
BN

∂α∂β

N∑
n=1

λn,k =
∑
N∈N∗

(ˆ
SN
−
ˆ
SN−1

)
∂α

N∑
n=1

λn,k(ds · eβ)

=
∑
N∈N∗

ˆ
SN
∂αλN,k(ds · eβ) = (2π)dDα,β (4.83)

and the result follows.
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4.7.2 Bloch oscillations

Under the assumptions of the second assertion, Nk is either Nmet or Nmet−1, and in both cases

λNk+1,k−εeβt − λNk,k−εeβt
is bounded away from zero uniformly in k,t. We can therefore apply Corollary 4.5.5 and obtain

jεα,β(t) = −(2π)−d
∑
N∈N

ˆ
BN

(
∂α Tr

(
Hk−εeβtPNk,k−εeβt

))
dk +O((ε+ ε2t)eηεt).

From the decomposition

PNk,k−εeβt = PNmet−1,k−εeβt + 1(λNmet,k ≤ µF)|uNmet,k−εeβt〉〈uNmet,k−εeβt|
and since k 7→ PNmet−1,k−εeβt is smooth and R∗-periodic, we have

jεα,β(t) = −(2π)−d
ˆ
B
1(λNmet,k ≤ µF)〈uNmet,k−εeβt|∂αHk−εeβt|uNmet,k−εeβt〉dk +O((ε+ ε2t)eηεt)

= −(2π)−d
ˆ
B
1(λNmet,k ≤ µF)∂αλNmet,k−εeβtdk +O((ε+ ε2t)eηεt),

which concludes the proof.

4.8 Semi-metals

We prove here Theorem 4.2.10. We decompose the integral defining jεα,β(t) into several parts
depending whether one integrates far from the Dirac points or not.

We introduce a small parameter δ > 0 controlling the size of the neighborhood of the Dirac
points, which is independent of t, ε. We decompose B as the disjoint union

B = Bδout ∪ (∪i∈IBδi )
with

Bδi = B(ki, δ),

where δ > 0 is small enough so that

Bδout ⊂ {k ∈ B, λNsm,k ≤ µF − cδ}
for some constant c > 0. Note that this decomposition is time-reversal symmetric in the sense
that

−Bδout = Bδout and − (∪i∈IBδi ) = (∪i∈IBδi ).
We work in the regime εt� δ � 1, ε� δ � 1.

In the following analysis, we first treat the regions Bδout, where we will use adiabatic theory
with a non-zero gap larger than a constant times δ. In the sets Bδi , where the gap closes, we
study the structure of the Taylor expansion of the Hamiltonian Hk close to the Dirac points and
construct two-band reduced Hamiltonians HR

i,k. Then, we use the linear response Proposition
4.5.7, reducing successively from the Hamiltonian H to the reduced Hamiltonian HR

i,k, and
finally to the Dirac Hamiltonian

HD
k =

(
0 k1 − ik2

k1 + ik2 0

)
for which we can explicitly compute the current. Adding the contributions, we will obtain

σα,β := lim
t→∞

lim
ε→0

1

εt

ˆ t

0

jεα,β(t′)dt′ =
|I|
16
eα · eβ +O(δ)

Finally, we will pass to the limit δ → 0.
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4.8.1 Far from the Dirac points

We set

jε,out
α,β (t′) := − 1

4π2

ˆ
Bδout

Tr
(
∂αHkŨ εβ,k(t′) γ0

k Ũ εβ,k(t′)∗
)
dk.

Let k ∈ Bδout. In the regime we consider, γ0
k−εeβt = PNsm,k−εeβt is gapped with a gap larger than

a constant times δ. Applying the analysis of the previous sections, we obtain that

−Tr
(
∂αHkŨ εβ,k(t) γ0

k Ũ εβ,k(t)∗
)
=− ∂α

(
Tr
(
Hk−εeβtγ

0
k−εeβt

))
− iεTr

(
∂αHk−εeβtL

+
k−εeβt∂βγ

0
k−εeβt

)
+ iεTr

(
∂αHk−εeβtŨ εβ,k(t)

(
L+
k ∂βγ

0
k

)
Ũ εβ,k(t)∗

)
+O

(
ε2tδ−6

)
.

We treat each term separately.

• For the first (adiabatic) term, we have

−∂α Tr
(
Hk−εeβtγ

0
k−εeβt

)
= −∂α Tr

(
Hkγ

0
k

)
+ εt∂α∂β Tr

(
Hkγ

0
k

)
+O

(
ε2t2δ−4

)
.

By time-reversal symmetry, the first term vanishes when integrated on Bδout. Using Stokes
formula for the second term as in the metallic case, we get

ˆ
Bδout
−∂α

(
Tr
(
Hk−εeβtγ

0
k−εeβt

))
dk = εt

∑
n≤Nsm

ˆ
∂Bδin

∂αλn,k(ds · eβ) +O
(
ε2t2δ−4

)
(4.84)

• For the second (static) term we similarly expand in ε

−iε
ˆ
Bδout

Tr
(
∂αHk−εeβtL

+
k−εeβt∂βγ

0
k−εeβt

)
dk = −iε

ˆ
Bδout

Tr
(
γ0
k[∂αγ

0
k, ∂βγ

0
k]
)
dk +O(ε2tδ−6)

= O(ε2tδ−6),

where we used the fact that the function k 7→ Tr (γ0
k[∂αγ

0
k, ∂βγ

0
k]) is odd.

• For the third (oscillatory) term, we use the same arguments as in the insulating case, and
obtain

1

t

ˆ t

0

dt′
ˆ
Bδout

iεTr
(
∂αHk−εeβt′Ũ εβ,k(t′)

(
L+
k ∂βγ

0
k

)
Ũ εβ,k(t′)∗

)
dk = O

(
εδ−6

(
1

t
+ ε

))
.

We are left with

1

t

ˆ t

0

jε,out
α,β (t′) dt′ =

ε

4π2t

ˆ t

0

t′dt′
∑
n≤Nsm

ˆ
∂Bδin

∂αλn,k(ds · eβ) +O

(
ε

δ6

(
1

t
+ ε(1 + t2)

))
=
εt

2π2

∑
n≤Nsm

ˆ
∂Bδin

∂αλn,k(ds · eβ) +O

(
ε

δ6

(
1

t
+ ε(1 + t2)

))
. (4.85)
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4.8.2 Close to Dirac points: reduction to the 2-band case

We set

jε,inα,β (t) := − 1

4π2

∑
i∈I

ˆ
Bδin

Tr
(
∂αHkŨ εβ,k(t) γ0

k Ũ εβ,k(t)∗
)
dk. (4.86)

Using the linear response Proposition 4.5.7, we have for almost all k ∈ Bδin and all ε, t ≥ 0,

−Tr
(
∂αHk−εeβtŨ εβ,k(t) γ0

k Ũ εβ,k(t)∗
)

=− ∂αTr
(
Hkγ

0
k

)
+ εt∂α∂β

(
Tr
(
Hkγ

0
k

))
− iεTr

(
∂αHk(e

−itLk − 1)L+
k ∂βγ

0
k

)
+O(ε2t2).

Using (4.72), the equality Tr (Hkγ
0
k) =

∑Nsm

n=1 λn,k and Assumption 4.2.5, it is easily seen that
the left-hand side, as well as the first and fourth terms of the right-hand side of that equation,
are bounded uniformly in k and therefore integrable on Bδi . Besides, for k ∈ Bδin, the second
term is bounded by a constant multiple of (1/|k − ki|) as k → ki, and is therefore integrable.
It follows that the third term is also integrable on Bδi .

We treat the three leading terms of the right-hand side in sequence.

• The first term vanishes when integrated on the time-reversal symmetric set ∪i∈IBδi .

• For the second, arguing as in the metallic case, we get
ˆ
Bδi
εt∂αβ

(
Tr
(
Hkγ

0
k

))
dk = −εt

∑
n≤Nsm

ˆ
∂Bδi

∂αλn,k(ds · eβ),

so that the corresponding term in (4.86) cancels the contribution (4.85) from Bδout.

• For the third term, we use

Tr
(
∂αHk(e

−itLk − 1)L+
k ∂βγ

0
k

)
= Tr

(
∂αHk(e

−itLk − 1)(L+
k )2[γ0

k, ∂βHk]
)

=
∑
n≤Nsm

∑
m>Nsm

(e−it(λn,k−λm,k) − 1)
〈un,k, ∂βHkum,k〉〈um,k, ∂αHkun,k〉

(λm,k − λn,k)2
− c.c.

with the sum converging from the asymptotics (4.90).

When n 6= Nsm or m 6= Nsm + 1, the denominators in that equation are bounded from
below independently of δ. The constant term vanishes when integrated over the time-
reversal symmetric set ∪i∈IBδi , and the oscillatory term can be treated using the formula

1

t

ˆ t

0

e−iωt
′
dt′ =

e−iωt − 1

−iωt
with ω = λn,k − λm,k bounded away from zero independently of δ.

Putting all the results of the previous two sections together, we get that

1

t

ˆ t

0

jεα,β(t′)dt′ =
1

t

ˆ t

0

jε,out
α,β (t′)dt′ +

1

t

ˆ t

0

jε,inα,β (t′)dt′

= − iε

4π2t

∑
i∈I

ˆ t

0

dt′
ˆ
Bδi

(e−it
′(λNsm,k−λNsm+1,k

) − 1)

× 〈uNsm,k, ∂βHkuNsm+1,k〉〈uNsm+1,k, ∂αHkuNsm,k〉
(λNsm+1,k − λNsm,k)

2
dk − c.c.

+O
(
ε2δ−6(1 + t2) + εδ−6t−1 + ε2t3(1 + t3)

)
.
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At this stage of the proof, only two modes are involved in the formula giving the current,
namely the two modes that cross at the Fermi level. Everything happens as for a two-band
model that we now study. We write for short

1

t

ˆ t

0

jεα,β(t′)

ε
dt′ = − i

4π2t

∑
i∈I

ˆ t

0

IR,iα,β(t′) dt′ +O
(
εδ−6(1 + t2) + δ−6t−1 + εt3(1 + t3)

)
,

with

IR,iα,β(t) =

ˆ
Bδi

(e−it(λNsm,k−λNsm+1,k
) − 1)

〈uNsm,k, ∂βHkuNsm+1,k〉〈uNsm+1,k, ∂αHkuNsm,k〉
(λNsm+1,k − λNsm,k)

2
dk − c.c..

4.8.3 Close to the Dirac points: the local model

We now are interested in the computation of IR,iα,β(t). In the following, we drop the index i and
assume without loss of generality that ki = 0.

Hypothesis (4.32) implies that, for k small enough, the Bloch Hamiltonian Hk has ex-
actly two eigenvalues (counting multiplicities) close to µF. Consider an arbitrary orthonor-
mal basis (v0, w0) of Ran(PNsm+1,0 − PNsm−1,0). For all k small enough, we can construct
an orthonormal basis (vk, wk) of Ran(PNsm+1,k − PNsm−1,k) by Löwdin orthonormalization of
((PNsm+1,k − PNsm−1,k)v0, (PNsm+1,k − PNsm−1,k)w0), and set

HR
k = [vk|wk]∗Hk[vk|wk] =

(
〈vk, Hkvk〉 〈vk, Hkwk〉
〈wk, Hkvk〉 〈wk, Hkwk〉

)
.

It follows that the reduced Hamiltonian

Hk

∣∣∣
Ran(PNsm+1,k−PNsm−1,k

)

is equivalent through a unitary transform that depends analytically on k to the reduced 2× 2
Hamiltonian

HR
k =

3∑
p=0

bp(k)σp, (4.87)

where

σ0 = IdC2 , σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
are the Pauli matrices, and (bp)p=0,1,2,3 are real-valued analytic functions of k in a neighborhood
of 0.

The matrix HR
k has eigenvalues

λ±(k) = b0(k)±

√√√√ 3∑
i=1

bp(k)2.

It follows that

b0(k) = µF +O(|k|2), bp(k) = vF 〈qp, k〉+O(|k|2), p = 1, 2, 3,

where the (qp)p=1,2,3 are the lines of a 3× 2 matrix Q with orthogonal columns, so that

HR
k = µF + vF (Qk) · σ +O(|k|2). (4.88)
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Let R ∈ SO(3) be a rotation matrix that maps Ran(Q) to Span(e0
1, e

0
2), where (e0

1, e
0
2, e

0
3) is

the canonical basis of R3. Let U be one of its associated 2 × 2 unitary matrices through the
two-to-one SU(2)→ SO(3) mapping, so that [20]

Rpq =
1

2
Tr(σpUσqU

∗).

It follows that

Tr
(
σ3UH

R
k U

∗) = vF

3∑
q=1

(Qk)q Tr(σ3UσqU
∗) +O(|k|2)

= 2vF

3∑
q=1

〈e0
3, RQk〉+O(|k|2)

= O(|k|2).

Up to a unitary transform, we can therefore assume Q to be a 2× 2 matrix in (4.88).

4.8.4 The two-band case: reduction to the Dirac Hamiltonian

Reduction to HR
k For k 6= 0, let λR±,k be the larger and smaller eigenvalues of HR

k respectively,
and uR±,k associated orthonormal eigenvectors in C2. We have λR−,k = λNsm,k, λ

R
+,k = λNsm+1,k,

and

[vk|wk]uR+,k = eiθ+(k)uNsm+1,k, [vk|wk]uR−,k = eiθ−(k)uNsm,k

for some phases θ±(k) ∈ R. We have

∂αH
R
k = [vk|wk]∗∂αHk[vk|wk] + ∂α[vk|wk]∗[vk|wk]HR

k +HR
k [vk|wk]∗∂α[vk|wk]

= [vk|wk]∗∂αHk[vk|wk] +O(|k|)

where we have used for the first line that Hk commutes with PNsm+1,k−PNsm,k = [vk|wk][vk|wk]∗,
and for the second thatHR

k = µF Id2+O(|k|) and ∂α

(
[vk|wk]∗[vk|wk]

)
= ∂αId2 = 0. We therefore

obtain

〈uR+,k, ∂αHR
k u

R
−,k〉 = e−i(θ+(k)−θ−(k))〈uNsm+1,k, ∂αHkuNsm,k〉+O(|k|)

〈uR−,k, ∂βHR
k u

R
+,k〉 = e+i(θ+(k)−θ−(k))〈uNsm,k, ∂βHkuNsm+1,k〉+O(|k|).

Since (λR−,k − λR+,k) is bounded from below by a constant multiple of |k|, it follows that

IRα,β(δ, t) =

ˆ
B(0,δ)

(e−it(λ
R
−,k−λ

R
+,k)− 1)

〈uR−,k, ∂βHR
k u

R
+,k〉〈uR+,k, ∂αHR

k u
R
−,k〉

(λR+,k − λR−,k)2
dk− c.c.+O(δ). (4.89)

Reduction to HD
k By standard results of perturbation theory [51] applied to HR

k = µF +
vF (Qk) · σ +O(|k|2) with gap greater than a constant multiple of |k|,

λR±,k = λQ±,k +O(|k|2) and uR±,k = uQ±,k +O(|k|)

where the superscriptQ refers to eigenvalues and appropriately chosen orthonormal eigenvectors
of the Hamiltonian

HQ
k = vF (Qk) · σ.
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It follows that

IRα,β(δ, t) = IQα,β(δ, t) +O(δ),

where IRα,β(δ, t) is defined similarly to (4.89) as

IQα,β(δ, t) =

ˆ
B(0,δ)

(e−it(λ
Q
−,k−λ

Q
+,k) − 1)

〈uQ−,k, ∂βHQ
k u

Q
+,k〉〈uQ+,k, ∂αHQ

k u
Q
−,k〉

(λQ+,k − λQ−,k)2
dk − c.c..

We perform the change of variable k′ = Qk (recall that Q is orthogonal) and obtain

IQα,β(δ, t) = eTβ I
D(δ, t)eα,

where the coefficients IDij (δ, t) of the 2× 2 matrix ID(δ, t) are given by

IDij (δ, t) =

ˆ
B(0,δ)

(e−it(λ
D
−,k−λ

D
+,k) − 1)

〈uD−,k, ∂kjHD
k u

D
+,k〉〈uD+,k, ∂kiHD

k u
D
−,k〉

(λD+,k − λD−,k)2
dk − c.c.

and the superscript D refers to the Dirac Hamiltonian

HD
k = vFk · σ.

The Dirac Hamiltonian HD
k We finish by computing ID(δ, t) explicitly. Let k = r(cos θ, sin θ).

We have

λD±,k = ±vF r, uD+,k =
1√
2

(
1
eiθ

)
and uD−,k =

1√
2

(
−e−iθ

1

)
.

By an explicit calculation, we obtain

ˆ 2π

0

(e−it(λ
D
−,k−λ

D
+,k) − 1)

〈uD−,k, ∂kiHD
k u

D
+,k〉〈uD+,k, ∂kjHD

k u
D
−,k〉

(λD+,k − λD−,k)2
dθ − c.c. = iπ

1

2r2
sin(2vF rt)δij.

It follows that

1

t

ˆ t

0

IDij (δ, t′) dt′ =
iπ

2
δij

1

t

ˆ t

0

ˆ δ

0

sin(2vF rt
′)

r
dr dt′ =

iπ

4t
δij

ˆ δ

0

1− cos(2vF rt)

vF r2
dr

=
iπ

4
δij

ˆ δvF t

0

1− cos(2r′)

(r′)2
dr′ =

iπ2

4
δij +O

(
(δt)−1

)
.

We finally get by summing all the estimates

1

t

ˆ t

0

jεα,β(t′)

ε
dt′ =

|I|
16
eα · eβ +O

(
δ + εt3(1 + t3) +

1

δ6

(
1

t
+ ε(1 + t)2

))
,

hence the result.

4.9 Proofs of classical results

4.9.1 Proof of self-adjointness of H

Recall that we consider the Hamiltonian H = 1
2
(−i∇ + A)2 + V , for A ∈ L4

per(Rd,C), V ∈
L2

per(Rd,C). Ω denotes the unit cell of the R−periodic functions V,A, and let Ω̃ denote a
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domain with Lipschitz boundary and compact closure which contains Ω strictly (for instance,

if Ω = [−1, 1)d, Ω̃ = [−2, 2)d).

Let χ be a smooth partition function, which is 1 on Ω, 0 outside Ω̃, and transitions smoothly
in Ω̃ ∩ Ωc, so that for all x ∈ Rd, 0 ≤ χ(x) ≤ 1.

For any R ∈ R, and x ∈ Rd, let χR(x) = χ(x−R) and ΩR = Ω +R, Ω̃R = Ω̃ +R.
First, note that H acts on f ∈ H2(Rd,C) as

Hf = −1

2
∆f +A · (−i∇f) +

1

2
A2f + V f.

We first bound ‖V f‖L2(Rd,C) by considering separately each unit cell, and then summing over
the lattice. By Hölder’s inequality, which is licit since f is in H2(Rd,C) ⊂ C0(Rd,C), and χR
has compact support, hence fχR is L∞(Rd,C), we obtain

‖V f‖L2(ΩR,C) ≤ ‖(V χR)(fχR)‖L2(Rd,C) ≤ ‖V χRV ‖L2(Rd,C)‖fχR‖L∞(Rd,C),

And by Fourier transform, and Cauchy-Schwarz, for d
2
< β < 2, we have

‖fχR‖L∞(Rd,C) ≤ (2π)−d/2
ˆ
Rd
|(̂fχR)(ξ)|dξ

≤ (2π)−d/2
(ˆ

Rd
(1 + |ξ|2)β|(̂fχR)(ξ)|dξ

) 1
2
(ˆ

Rd

1

(1 + |ξ|2)β
dξ

) 1
2

Moreover, for any ε > 0, there exists Cε such that

(1 + |ξ|2)β ≤ ε(1 + |ξ|2)2 + Cε.

Hence, for any ε, there exists another constant Cε (denoted the same for convenience), such
that

‖fχR‖L∞(Rd,C) ≤ ε‖∆(χRf)‖L2(Rd,C) + Cε‖χRf‖L2(Rd,C).

It follows from ∆(χRf) = χR∆f + 2∇f · ∇χR + f∆χR that

‖V f‖L2(ΩR,C) ≤ ‖V χ‖L2(Ω,C)

(
ε‖χ‖L∞(Rd,C)‖∆f‖L2(Ω̃,C) + 2ε‖∇χ‖L∞(Rd,C)‖∇f‖L2(Ω̃,C)

+ (Cε + ‖∆χ‖L∞(Rd,C))‖f‖L2(Ω̃R,C)

)
.

Hence, the global squared norm is controlled as follows
ˆ
Rd
V (x)2|f(x)|2dx ≤

∑
R∈R

(
ε2

ˆ
Ω̃

|∆f |2 + Cε2

ˆ
Ω̃

|∇f |2 + C

ˆ
Ω̃

|f |2
)

≤ |Ω̃||Ω|

(
ε2

ˆ
Rd
|∆f |2 + Cε2

ˆ
Rd
|∇f |2 + C

ˆ
Rd
|f |2
)
.

From which we obtain that

‖V f‖L2(Rd,C) ≤ ε‖∆f‖L2(Rd,C) + Cε‖f‖L2(Rd,C).

The term 1
2
A2 is treated exactly the same, since it is also L2

per(Rd,C).
Finally, it remains to control the term A ·∇f . With the same partition argument, we start

by controlling the norm on ΩR,

‖A · (−i∇f)‖L2(ΩR,C) ≤ ‖χRA · (−i∇(χRf)) ‖L2(Rd,C)

≤ ‖χ2
RA · (−i∇f)‖L2(Rd,C) + ‖(χRA) · (−i∇χR)f‖L2(Rd,C).
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By Cauchy-Schwarz, and periodicity of A, the second term is controlled as follows

‖ (χRA) · (−i∇χR)f‖L2(Rd,C) ≤ ‖χA‖L2(Rd,C)‖∇χ‖L2(Rd,C)‖χRf‖L2(Rd,C),

where ‖χA‖L2(Rd,C) is bounded since A is in L4
per(Rd,C), and hence χA is in L2(Rd,C), and χ

is smooth with compact support, hence ∇χ is trivially in L2(Rd,C).
To bound the first term,

‖χRA · (−i∇f)χR‖2
L2(Ω̃R,C)

=

ˆ
Ω̃R

(χRA · (−i∇f)χR)2

≤
ˆ
Rd
|χRA|2|∇fχR|2

≤
√ˆ

Rd
|χRA|4

√ˆ
Rd
|χR∇f |4

By the continuous Sobolev embedding, for d ≤ 3, H1(Rd,C) ↪→ L6(Rd,C), and in particular,
∇f is in L4(Rd,C). Moreover, with the Hausdorff-Young inequality,

‖∇fχR‖L4(Rd,C) ≤ C1‖ ̂(∇fχR)‖
L

4
3 (Rd,C)

≤ C2‖ ̂(∇fχR)‖L2(Rd,C)

≤ C2‖ (∇fχR) ‖L2(Rd,C)

≤ C2‖∇f‖L2(Ω̃R,C).

Hence, by summing over all R ∈ R, we obtain

‖A · (−i∇f)‖L2(Rd,C) ≤
|Ω̃R|
|ΩR|

(
‖χA‖L2(Rd,C)‖∇χ‖L2(Rd,C)‖f‖L2(Rd,C)

+ C2 ‖χA‖L4(Rd,C)‖∇f‖L2(Rd,C)

)
.

Using the Parseval’s formula, and ∀ε > 0, ξ, |ξ|2 ≤ ε2|ξ|4 + 1
4ε2

, we have that

‖∇f‖2
L2(Rd,C) =

ˆ
Rd
|ξ|2|f̂(ξ)|2 dξ

≤ ε2

ˆ
Rd
|ξ|4|f̂(ξ)|2 dξ +

1

4ε2

ˆ
Rd
|f̂(ξ)|2 dξ.

Hence,

‖∇f‖L2(Rd,C) ≤ ε‖∆f‖L2(Rd,C) +
1

2ε
‖f‖L2(Rd,C).

It follows that for any ε > 0, there exists Cε > 0 such that

‖A · (−i∇f)‖L2(Rd,C) ≤ ε‖∆f‖L2(Rd,C) + Cε‖f‖L2(Rd,C),

which concludes the proof.

4.9.2 Asymptotic behavior of eigenvalues of the Hamiltonian

To bound the λn,k, we can see Hk as a perturbation of the Laplacian with periodic boundary
conditions by a −∆-bounded operator, that is, for u ∈ H2

per,

‖(−∆−Hk)u‖L2
per
≤ a‖ −∆u‖L2

per
+ b‖u‖L2

per
,
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we obtain on the quadratic formsˆ
Ω

u(−∆−Hk)u ≤ a

ˆ
Ω

|∇u|2 + b

ˆ
Ω

|u|2,

hence, by the min-max characterization of eigenvalues, we obtain

|λn,k − ωn| ≤ aωn + b,

where ωn is the n-th eigenvalue of −∆ on L2
per. To determine the asymptotic behavior of

the ωn, a counting argument suffices. On a cubic periodic domain [0, a]d, the eigenvectors
are products of plane-waves with frequencies that are integer multiples of the fundamental

f0 = 1
a
. For m1, . . . ,md ∈ N, the eigenvector x 7→ exp

(
i2π
∑d

i=1mif0xi

)
has Laplacian

(2πf0)2
∑d

i=1 m
2
i . Counting the number of eigenvectors with kinetic energy below R2 therefore

amounts to counting the number of points of a cubic lattice with lattice parameter f0 inside
the sphere of radius R. The asymptotics for large R are

Rank
(
1(−∆ ≤ R2)

)
∼ C0R

d,

where C0 depends on f0 only. Hence ωn ∼ C1n
d/2, and there exists C1, C1 ∈ R, and C2, C2 > 0

such that

C1 + C2n
2/d ≤ λn,k ≤ C1 + C2n

2/d. (4.90)

This argument can be generalized to any domain, by decomposing it into small cubes. See e.g.
[86] for more precise estimates.

4.10 Proofs of two technical lemmata

4.10.1 Proof of Lemma 4.4.1

Proof. We replicate the proof of the Faris-Lavine Theorem given in [85], replacing the Laplacian
by 1

2
(−i∇ + A)2. It consists in verifying the following two hypotheses of [85, Theorem X.37].

Let A = 1
2
(−i∇+A)2 +W + V and N = A+ 2c|x|2 + b, where b ∈ R will be specified below:

there exists h, such that for any φ ∈ C, ‖Aφ‖ ≤ h‖Nφ‖; (4.91)

for some `, for any φ ∈ C, |(Aφ,Nφ)− (Nφ,Aφ)| ≤ `‖N 1
2φ‖2. (4.92)

By hypothesis 3 in Lemma 4.4.1 and the conditions on W , it is possible to choose b so that
N ≥ 1. As quadratic forms on C,

N2 = (A+ b)2 + 2c|x|2(A+ b) + 2c(A+ b)|x|2 + 4c2x4

= (A+ b)2 + 4c
d∑
j=1

xj(A+ b+ c|x|2)xj + 2c
d∑
j=1

[xj, [xj, A]]

N2 = (A+ b)2 + 4c
d∑
j=1

xj(A+ b+ c|x|2)xj − 2cd,

where we have used ∇ · A = 0, and [xj, [xj, (−i∇ + A)2]] = [xj, [xj,−∆]] = 2. Hypotheses
1 and 3 guarantee that A + b + c|x|2 is bounded below. Hence, increasing the value of b if
necessary to make this operator positive, we have

‖(A+ b)φ‖2
L2 ≤ ‖Nφ‖2

L2 + 4cd‖φ‖2
L2 ,
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which proves (4.91).

For (4.92), we observe that

±i[A,N ] = ±2c(x · (−i∇+A) + (−i∇+A) · x) ≤ 2c
(
(−i∇+A)2 + |x|2

)
≤ `N,

where we have used

(−i∇+A)2 + |x|2 ± (x · (−i∇+A) + (−i∇+A) · x) = (−i∇+A± x)2 ≥ 0

and

N =
(a

2
(−i∇+A)2 + V

)
+(W+c|x|2)+

1− a
2

(−i∇+A)2 +c|x|2 +b ≥ `−1((−i∇+A)2 + |x|2),

where `−1 = min(c, 1−a
2

) > 0 and where b is chosen so that

b− f + min σ
(a

2
(−i∇+A)2 + V

)
≥ 0.

This proves (4.92). Hence A is essentially self-adjoint on C.

4.10.2 Proof of Lemma 4.4.2

Proof. By the Kato-Rellich theorem, for any 0 ≤ t ≤ T , H(t) is self-adjoint on L2
per with

domain H2
per, and bounded below. We will show that there exists µ > 0 so that the graph norm

of (H(t) + µ) for any 0 ≤ t ≤ T is equivalent to the H2
per-norm. This will prove Lemma 4.4.2

by Proposition 2.1 in [95] (see also Theorem X.70 in [85]).

We have for any µ > 0, 0 ≤ t ≤ T and φ ∈ H2
per,

‖(H(t) + µ)φ‖L2
per
≤ (1 + a)‖H0φ‖L2

per
+ (b+ µ)‖φ‖L2

per
≤ (1 + a+ b+ µ)‖φ‖H2

per
,

and so the graph norm is controlled by the H2
per-norm.

For the other inequality, we relate the resolvent of H(t) to that of H0 by a bounded operator,
with bounded inverse. Notice that, for any µ > 0, since H0 is positive,

∀ 0 ≤ t ≤ T, (H(t) + µ) = (1 +H1(t)(H0 + µ)−1)(H0 + µ).

Furthermore,

∀ 0 ≤ t ≤ T, ‖H1(t)(H0 + µ)−1‖ ≤ a‖H0(H0 + µ)−1‖+ b‖(H0 + µ)−1‖ ≤ a+
b

µ
.

and so, for µ > b
1−a , the operator 1 +H1(t)(H0 + µ)−1 is bounded and invertible with bounded

inverse in L2
per. Therefore (H(t) +µ)−1 is bounded from L2

per to H2
per, which means there exists

C > 0 such that, for any φ ∈ H2
per and 0 ≤ t ≤ T ,

‖φ‖H2
per

= ‖(H(t) + µ)−1(H(t) + µ)φ‖H2
per
≤ C‖(H(t) + µ)φ‖L2

per
,

which concludes the proof.
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