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Abstract 

Green roofs are multifunctional type of Nature-Based Solutions that provide different 

ecosystem services among which the reduction and detention of the urban drainage outflow 

are the most important from the aspects of hydrology and stormwater management. As for 

various scientific fields, the issue of scales also appears as rather important scientific question 

in case of hydrology, and thus in case of green roofs. The idea behind it is to find a proper 

way of treating spatio-temporal variabilities of different processes involved in green roofs at 

larger scales, without masking heterogeneity characteristic for smaller scales. This is rather 

important for green roof designers, since the homogenization (averaging) in both space and 

time domain can impact the results of modeling significantly, providing unreliable insight into 

the hydrological performances of green roofs. This way, predictions of hydrological responses 

at larger urban (sub)catchment scales are also affected, which prevents from meeting 

regulation rules adopted by local authorities in charge of stormwater management.  

In order to improve reliability of hydrological predictions, various thorough investigations 

were performed on Green Wave, a green roof of the Bienvenüe building located close to 

Ecole des Ponts ParisTech, in suburban area of Paris. Firstly, different physical properties of 

the Green Wave substrate were measured in laboratory (specimen scale). The laboratory 

investigation of the hydraulic properties of the unsaturated / saturated Green Wave substrate, 

were carried out by means of the newly developed apparatus and the innovative methodology 

for determination of the hydraulic conductivity function.  

Furthermore, on the specimen scale, spatial variability of the soil density field obtained using 

X-ray CT scanner is analyzed using Universal Multifractals, a theoretical framework 

convenient for characterizing both spatial and temporal variabilities of different geophysical 

fields. As a result of the investigation, new methodology and analytical functions for 

describing different soil properties such as the grain / pore size distribution, water retention 

curve and the hydraulic conductivity function, are derived. The obtained analytical functions 

proved to be able to interpret rather well the experimentally determined properties of the 

Green Wave substrate, and other soil types taken from the literature. 

On the green roof scale, in-situ conditions were investigated using detailed monitoring system 

installed on Green Wave, where three main water balance components are measured: rainfall 

rate, water content indicator and drained discharge. Results showed that based on the 

multifractal analysis of temporal variabilities of three mentioned components, where the 

indicator of water content is measured by means of the network of TDR sensors distributed 

along the roof slope, it is possible to go beyond the standard investigation of the rainfall-

runoff ratio and to analyze the impact of roof inclination on the lateral water movement within 

the substrate. The mentioned analysis showed that the roof inclination does not affect the peak 

outflow, allowing development of a new one-dimensional analytical hydrological model.  

The proposed model is based on a cascade of non-linear reservoirs, where the leakage from 

each reservoir is described by means of the analytical function of hydraulic conductivity, also 

developed in this work. The model was proved as an adequate alternative for numerical 
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solving of Richards equation in terms of accuracy and reliability, but also as a significant 

improvement from the aspect of computational efficiency. As such, it can be further used to 

efficiently treat spatial heterogeneity of green roofs at the scale of a single roof and larger, 

allowing reliable investigation of hydrological impacts of this type of Nature-Based Solutions 

on the urban catchment scale. 

 
Keywords: green roof; unsaturated medium; (multi)fractal soils; urban hydrology; modeling; 

monitoring 
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Résumé  

Les toitures végétalisées représentent un type de solutions fondées sur la nature. Considérées 

comme multi-fonctionnelle, elles prodiguent de nombreux services éco-systémiques, parmi 

lesquels la réduction et le ralentissement des débits sont particulièrement utiles en gestion des 

eaux pluviales urbaines. Comme dans d’autres domaines scientifiques, la question des 

échelles relève d’une importance significative en hydrologie et a fortiori quand on s’intéresse 

au comportement hydrologique des toitures végétalisées.  

Dans ce contexte, l’objectif de ces travaux de thèse est de trouver un moyen approprié de 

traiter les variabilités spatio-temporelles des différents processus hydrologiques mis en jeu à 

travers les échelles, sans masquer l'hétérogénéité caractérisant les échelles les plus fines. Ceci 

est important pour les concepteurs, car l'homogénéisation (dans l’espace et le temps) de ces 

processus dans un modèle peut avoir un impact significatif sur ses simulations, et produire des 

résultats peu fiables concernant les performances hydrologiques des toitures végétalisées. 

Agrégés à l’échelles du bassin versant urbain, ces estimations qui peuvent s’avérer erronées 

ne permettent pas de répondre au respect éventuel des règles de régulation adoptées par les 

autorités locales en charge de la gestion des eaux pluviales. 

Afin d'améliorer la fiabilité des estimations réalisées à l’aide d’une modélisation 

hydrologique, diverses investigations ont été réalisées sur la Vague Verte de Champs-sur-

Marne, une toiture végétalisée d’un hectare située à proximité de l'Ecole des Ponts ParisTech, 

en banlieue parisienne. Tout d'abord, différentes caractéristiques physiques du substrat ont été 

mesurées en laboratoire à l’échelle d'échantillons. La quantification des propriétés 

hydrauliques du substrat insaturé / saturé - et plus particulièrement la détermination de la 

fonction de conductivité hydraulique - a été réalisée au moyen d’une méthodologie et d'un 

appareil nouvellement développés à cette occasion. 

A l'échelle de l'échantillon, la variabilité spatiale du champ constitué par la densité du sol a 

été appréhendée à l'aide d'un microtomographe à rayons X. Les résultats ont ensuite été 

analysés dans le cadre des multifractals universels, particulièrement adapté pour caractériser 

les variabilités spatiales et temporelles de champs géophysiques complexes. Ces travaux ont 

permis de faire émerger de nouvelles méthodes et fonctions analytiques pour décrire les 

différentes propriétés du sol telles que la distribution granulométrique (ainsi que celle des 

pores), la courbe de rétention d'eau et la fonction de conductivité hydraulique. Ces nouvelles 

fonctions se sont avérées assez proches de celles issues des travaux effectués en laboratoire 

que ce soit pour le substrat de la vague verte, comme pour d'autres types de sols issus de la 

littérature. 

Enfin, à l'échelle de la vague verte, le comportement hydrologique de la structure a été étudié 

à l'aide du suivi expérimental continu des trois principales composantes du bilan hydrique : la 

précipitation, la teneur en eau (à l’aide d’un réseau de sondes TDR répartis le long de la 

pente) et le débit en sortie d’ouvrage. Ces mesures analysées à l’aide d'une nouvelle analyse 

multifractale conduite sur la variabilité temporelle de trois composantes, ont montré qu’il est 

possible d'aller au-delà dune simple quantification du coefficient de ruissellement et 

d'analyser l'impact de l'inclinaison du toit sur le mouvement latéral de l'eau à l'intérieur du 

substrat. Il en ressort que l'inclinaison du toit n'affecte pas le transfert de l’eau dans le 

substrat, permettant ainsi le développement d'un nouveau modèle hydrologique analytique 

unidimensionnel. 

Le modèle proposé repose sur une cascade de réservoirs non linéaires, où la sortie de chaque 

réservoir est décrite au moyen d’une fonction analytique de la conductivité hydraulique 
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(également développée lors de ces travaux). Le modèle s'avère représenter une alternative 

intéressante pour la résolution numérique de l'équation de Richards en termes de précision et 

de fiabilité. Cette méthode entraine également une amélioration significative du temps de 

calcul. Tel quel, ce modèle peut être utilisé pour tenir compte efficacement de l'hétérogénéité 

spatiale des toitures végétalisée à l'échelle du toit. Il doit aussi permettre de tenir compte de 

cette variabilité dans un bassin versant urbain où un certain nombre de toitures végétalisées 

seraient implémentées, et d’évaluer ainsi leur impact hydrologique à cette échelle. 

 

Mots clés: toiture végétalisée; milieu insaturé; sols (multi)fractals; hydrologie 

urbaine; modélisation; instrumentation    
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t ...............................................................................................................................Time [T] 

A .....................................................................................................Cross-sectional area [L
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1. Introduction 

1.1. General Context 

Green roofs are the most widespread type of Nature-Based Solutions (NBS) that are using 

natural ecosystems in urban areas to provide biodiversity benefits (Kabisch et al., 2016). 

Green roofs provide different ecosystem services (Oberndorfer et al., 2007; Francis & Jensen, 

2017)
 
that help facing the unsustainable urbanization consequences by (i) reducing the urban 

heat island effects and (ii) mitigating and delaying the urban runoff peak (Stovin et al., 2012; 

Versini et al., 2016). The last benefit is of particular interest from the hydrological point of 

view, more precisely from the aspect of storm water management, since green roofs are 

designed to respect regulation rules adopted by local authorities based on minimizing the 

water quantities in sewer systems in terms of flow and volume rates (Petrucci et al., 2013).  

In terms of hydrology, during the past two decades green roofs have been investigated from 

different aspects in various research studies. Part of the studies was focused on quantifying 

the hydrological performances of existing green roofs at building (roof) scale, based on the 

monitored rainfall-runoff data. This has been done by comparing retention and detention 

performances of green roofs (Johannessen et al., 2018) with different configuration 

parameters including type and thickness of the substrate, surface area, slope, presence and 

type of vegetation, etc. (Berndtsson, 2010; Li & Babcock, 2014). Other studies were oriented 

towards hydrological modeling at roof scale, where different kinds of models (Li & Babcock, 

2014) use rainfall data as an input to compute runoff that was compared with monitored data 

afterwards. Based on matching quality between simulation and measurements, the ability of 

models to predict green roofs hydrological impacts under different critical conditions was 

estimated.  

1.2. Main Issues (Scientific Questions)  

Scale issues, common in hydrology, are also important in the case of green roofs. Clearly, 

each scale (Figure 1.2-1) has different dominant processes that need to be linked by 

preserving the main physically-based core that adapts to different scales while changing the 

level of details.  

 

 

Figure 1.2-1. Illustration of different scales 
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In most studies on green roofs, the focus only concerns a single roof scale, while the link with 

larger and smaller ones is often not thoroughly explained. As previously mentioned, detailed 

investigations concerning both monitoring (Fassman-Beck et al., 2013; Hakimdavar et al., 

2014; Stovin et al., 2015; etc.) and modeling (Hilten et al., 2008 – 1D; Palla et al., 2009 – 2D 

among others) are usually carried out at roof scale, while the urban catchment scale is 

investigated only in terms of predictions of hydrological responses by means of less 

physically-based hydrological models (Carter & Jackson, 2007; Versini et al., 2015; Versini et 

al., 2016; Ichiba et al., 2018) compared to those used at roof scale (to improve efficiency). 

Furthermore, scales smaller than that of a roof are usually not considered in hydrological 

practice. These gaps between scales cause different problems for green roof designers, that are 

reflected on hydrological modeling and thus impact the reliability of the predictions of 

hydrological responses at roof scale, and hence on urban catchment scale. 

At roof scale, the investigated domain is usually considered as homogeneous structure, where 

the infiltration process is described by means of Richards law (Hilten et al., 2008; 

Hakimdavar et al., 2014), while the hydraulic properties of unsaturated porous medium 

(substrate) are described using different functions that depend on several (semi)-empirical 

parameters (Brooks & Corey, 1964; van Genuchten, 1980; etc.). As a result, by fitting these 

parameters good agreement between simulated and measured outflows is obtained for 

particular initial conditions and certain rainfall events, while in other cases, including change 

of scale, results might be less reliable. 

One of the reasons for unreliable prediction is the use of the mentioned conventional 

functions for describing hydraulic properties of a green roof substrate. Besides not being fully 

physically-based, these functions are inappropriate for such unconventional granular materials 

of low grain densities (not to load roof significantly), that are adequate for plant growth 

(Stanić et al., 2019). Due to that, using these functions one can have realistic interpretation of 

soil hydraulic properties, and thus drained outflows, for certain range of soil water contents, 

while out of this range (wetter or dryer conditions) interpretation can be wrong.  

The other important reason is the spatial heterogeneity of the substrate, which is usually 

neglected regardless of the scale investigated. In order to properly account for the spatial 

heterogeneity it is necessary to make a link with smaller scales, at which the hydraulic 

properties of a green roof substrate are experimentally determined, through development of 

new hydraulic properties functions. Also, in situ behavior of green roofs, beyond the standard 

rainfall-runoff measurements, is not thoroughly investigated up to date. Finally, the issue of 

efficient treatment of spatial heterogeneity, especially at larger scales, in physically-based 

hydrological models, remains to be solved. 

1.3. PhD Thesis Objectives 

Following the scientific questions raised in Chapter 1.2, the objectives of this work are:  

- to develop the methodology for efficient and simple experimental determination of the 

soil hydraulic characteristics of green roof substrate. Those properties are crucial for 

any kind of physically-based simulations of water flow in unsaturated medium, and 
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thus they need to be reliably determined through experiments and not by fitting some 

of the mentioned functions. Efficiency and robustness are quite important aspects in 

this case, due to the fact that experimental investigation is not common in hydrological 

practice.    

- to provide physical basis on the link between different scales, by analyzing the scaling 

behavior of various measured properties of a green roof substrate. The Universal 

Multifractal (UM) theoretical framework (Schertzer & Lovejoy, 1987) appears to be a 

convenient tool for performing such analysis, due to its ability to deal with both 

temporal and spatial variabilities of different geophysical fields. 

- to propose physically-based alternative to tedious numerical models based on Richards 

equation. This is particularly important in terms of efficiency, since standard 

numerical models can be rather time consuming when the domain investigated is 

rasterized (usually the case at larger scales).  

The research carried out in this thesis starts from the scale of the representative specimen used 

for the experimental determination of various soil properties, also known as representative 

elementary volume (REV) for modeling purposes. A REV is considered as large enough to 

keep a reasonably constant porosity when slightly changing its location inside a larger soil 

mass, but small enough not to mask any smaller scale spatial variability (Pinder & Celia, 

2006; Pokrajac & Howard, 2010). After having conducted an experimental determination, 

new analytical models describing different soil properties have been developed by analyzing 

the soil density field, obtained by performing X-ray CT (computational tomography) on the 

REV, by means of UM framework. The largest scale considered in this thesis is that of a 

single green roof, used for installing a detailed monitoring system for different water balance 

components. Measurements carried out in situ are used for verifying the ratio between rainfall 

and runoff, for analyzing the impact of slope on green roof, and for analyzing the temporal 

variabilities of different water balance components. Finally, this work has been completed by 

developing a new physically-based model that can be effectively applied even at larger 

(catchment) scales. 

All monitoring campaigns obtained during this thesis have been performed on the “Green 

Wave” of the Bienvenüe building located close to Ecole des Ponts ParisTech, in the Descartes 

campus of Marne la Vallée, 18 km east of Paris (Figure 1.3-1). For now this large (1 ha) 

wavy-form vegetated roof, consisting of three waves, represents the largest green roof of the 

Greater Paris area. From its implementation in 2013, Green Wave has been considered as a 

demonstrative site oriented to Blue Green Solutions research (Versini et al., 2018). 

Implementation of the experimental set-up started during the European Blue Green Dream 

(BGD) project (http://bgd.org.uk/, funded by Climate-KIC) that aimed to promote a change of 

paradigm for efficient planning and management of new or retrofitted urban developments by 

promoting the implementation of BGS (Maksimović et al., 2013). The monitoring was 

anticipated and the building could be adapted to experimental purpose during its construction. 

It has also been supported by RadX@IdF, a regional project that notably aimed at analyzing 

the benefits of high-resolution rainfall measurement for urban storm water management. 

Today Green Wave is also part of the Fresnel multi-scale observation and modeling platform 

created in the Co-Innovation Lab at École des Ponts ParisTech. Fresnel aims to facilitate 

http://h
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synergies between research and innovation, as well as the pursuit of theoretical research, the 

development of a network of international collaborations, and various aspects of data science 

(https://hmco.enpc.fr/portfolio-archive/fresnel-platform/). 

 

 

Figure 1.3-1. The “Green Wave” of the Bienvenüe building located close to Ecole des Ponts 

ParisTech, Marne la Vallée 

 

1.4. Thesis Structure 

Having on mind rather wide range of topics considered in this thesis, including laboratory 

experiments at small scale, monitoring campaigns at the roof scale, and different kinds of 

modeling, it was realized that the classical form of the manuscript is inappropriate in this case, 

and hard for readers to follow. Thus, the main body of the thesis, excluding introduction and 

conclusion, is organized in four main Chapters following the previously described order of 

scales. These four Chapters consist of in total seven journal papers (published or submitted), 

arranged so that each Chapter contains one or two papers representing subchapters. Starting 

from the specimen scale (Chapter 1) and finalizing with the hydrological modeling (Chapter 

5), a physically-based link between scales is obtained to help solving the scientific questions 

raised in Chapter 1.2.  

For using any kind of deterministic physically-based hydrological model, it is necessary to 

know two main hydraulic properties of unsaturated porous medium: the water retention curve 

(WRC) and the hydraulic conductivity function (HCF). These properties need to be 

determined experimentally at specimen (REV) scale (see Figure 1.2-1) which is rarely 

considered in hydrology. Chapter 2 is focused on the innovative procedure for simultaneous 

and efficient experimental determination of the soil hydraulic properties. Based on the 

detailed outflow measurements collected while performing a multistep outflow test, both 

WRC and HCF have been experimentally determined. In Chapter 2.1 is presented a new 

https://hmco.enpc.fr/portfolio-archive/fresnel-platform/
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apparatus that can be easily adapted to two different techniques of controlling suction (i.e. 

hanging column and axis translation technique), which enables imposing accurate values of 

suctions by means of a specially designed mobile device. Furthermore, in Chapter 2.1 is also 

presented a new inverse analytical method for the experimental determination of the hydraulic 

conductivity function, which accounts for two boundary conditions met in step suction tests: 

the impedance of the high air entry value (HAEV) porous ceramic disk and a non-constant 

imposed suction increment. 

In Chapter 3 are presented new physically-based functions that describe physical and 

hydraulic properties of porous medium, accounting for its heterogeneity and enabling 

hydrological models to treat the spatial heterogeneity in a proper manner. Based on the 

scaling behavior of the gray-scale images describing the (micro-)structure of the Green Wave 

substrate (Pore & Grain size scale in Figure 1.2-1), scanned using X-ray CT, analytical 

functions for pore and grain size distributions are derived. In case of grains, the scaling 

properties are described by means of the multifractal theory (UM framework) due to their 

non-constant densities, as explained in Chapter 3.1. On the contrary, the fractal-based 

approach is applied for describing the pore size distribution by using only one out of multiple 

fractal dimensions that describe the grain size distribution. This way, direct link between 

pores and grains is provided. Since the pore size distribution is strongly related to the 

retention and transport properties of capillary water, new water retention and hydraulic 

conductivity functions have been proposed in Chapter 3.2. Newly developed functions were 

validated through the comparison with experimentally determined hydraulic properties of the 

Green Wave substrate (Chapter 3.2) and with data published for other materials.  

For analyzing performances of the green roof in terms of the rainfall – runoff ratio, temporal 

variabilities of different water balance components (the precipitation rate, the water content 

and the drained discharge) and water movement at inclination, detailed monitoring system 

described in Chapter 4 is installed on Green Wave. Different techniques for measuring these 

water balance components at roof scale are presented Chapter 4.1, together with almost three 

months of continuous time series for each of the components. In Chapter 4.2 are analyzed and 

compared temporal variabilities of monitored water balance components for three intensive 

rainfall events of short duration, by means of the Universal Multifractal Framework. This 

approach is convenient for analyzing the ability of green roofs to mitigate the rainfall and to 

provide attenuated fluctuations of drained discharge. Furthermore, by comparing the temporal 

variability of rainfall rate with that of water content at different locations along the slope, it is 

possible to make some conclusions about the dominant direction of water flow within the 

substrate. 

Based on the work done in the three previous Chapters, a new physically-based hydrological 

model is proposed in Chapter 5. The measurements obtained on Green Wave (Chapter 4) 

confirm the conclusions made in previous studies that the water movement through the green 

roof substrate is dominantly vertical, with negligible lateral flow, even at slopes acceptable for 

green roofs. Thus, a one-dimensional model based on Richards equation appears to be 

sufficient for simulating the outflow drained from green roofs. The newly developed 

analytical model presented in Chapter 5.1 is based on the concept of cascade of non-linear 

reservoirs that are distributed one below another along the substrate thickness. The leakage 
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from each reservoir is described through a new hydraulic conductivity function presented in 

Chapter 3.2. A cascade containing the adequate number of non-linear reservoirs improves the 

standard non-linear reservoir approach by compensating some of the water retention 

properties ignored in the standard approach. The biggest advantage of this approach is its 

ability to provide in a much faster way the same results as those obtained by numerically 

solving Richards equation, confirming its accuracy and providing an important perspective in 

hydrological modeling - to efficiently and reliably account for the spatial heterogeneity at 

different scales.  

1.5. Publications 

1.5.1. Journal Papers 

As previously mentioned, the thesis consists of 7 journal papers, among which 3 are 

published, 1 is under review, and 3 are ready for submission: 

1. Stanić, F., Cui, Y.-J., Delage, P., De Laure, E., Versini, P.-A., Schertzer, D., 

Tchiguirinskaia, I. (2019), A device for the simultaneous determination of the water 

retention properties and the hydraulic conductivity function of an unsaturated coarse 

material; application to a green-roof volcanic substrate, Geotechnical Testing 

Journal, DOI: 10.1520/GTJ20170443. 

 

2. Stanić, F., Cui, Y.-J., Delage, P., De Laure, E., Versini, P.-A., Schertzer, D., 

Tchiguirinskaia, I. (2019), Two improvements to Gardner’s method of measuring the 

hydraulic conductivity of non-saturated media: accounting for impedance effects and 

non-constant imposed suction increment, Water Resources Research, DOI: 

10.1029/2019WR026098.   

 

3. Stanić, F., Tchiguirinskaia, I., Versini, P.-A., Cui, Y.-J., Delage, P, Scherzer, D., A new 

physically-based Grain Size Distribution model based on the application of the 

Universal Multifractals on the results provided by the X-ray Computed Tomography, 

Ready for submission 

 

4. Stanić, F., Delage, P., Tchiguirinskaia, I., Versini, P.-A., Cui, Y.-J., , Schertzer, D., A 

new (multi)fractal approach to account for capillary and adsorption phenomena in the 

water retention and transfer properties of unsaturated soils, Under revision in Water 

Resources Research 

 

5. Versini, P.-A., Stanić, F., Gires, A., Scherzer, D., Tchiguirinskaia, I. (2020), 

Measurement of the water balance components of a large green roof in Greater Paris 

Area, Earth System Science Data, DOI: 10.5194/essd-12-1025-2020.  
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6. Stanić, F., Versini, P.-A., Tchiguirinskaia, I., Delage, P., Cui, Y.-J., Scherzer, D., 

Application of Universal Multifractals (UM) on monitored data of water balance 

components of Green Wave for assessing its hydrological performances, Ready for 

submission 

 

7. Stanić, F., Versini, P.-A., Cui, Y.-J., Schertzer, D., Delage, P., Tchiguirinskaia, I., A 

cascade of non-linear reservoirs concept and proof of its physical basis through 

comparison with Richards equation; application on green roofs, Ready for submission 

1.5.2. Conference abstracts 

The following work has been presented at European Geoscience Union (EGU) conferences 

held between 2017 and 2019 in Vienna (Austria): 

1. Stanić, F., Versini, P.-A., Schertzer, D., Delage, P., Tchiguirinskaia, I., Cui, Y.-J., 

Baudoin, G., Large scale monitoring of a remarkable green roof: the Green Wave of 

Champs-sur-Marne through scales, Presented at EGU Conference, Vienna (Austria), 

April 2017. 

 

2. Stanić, F., Delage, P., Cui, Y.-J., Versini, P.-A., Tchiguirinskaia, I., Schertzer D., 

Investigation of retention and transfer properties of green roofs: the Green Wave of 

Champs-sur-Marne (France), Presented at EGU Conference, Vienna (Austria), April 

2018. 

 

3. Stanić, F., Versini, P.-A., Schertzer, D., Delage, P., Cui, Y.-J., Tchiguirinskaia, I., 

Analysis of different soil properties using Universal Multifractals Framework – 

application on green roof substrate, Presented at EGU Conference, Vienna (Austria), 

April 2019. 

1.5.3. Conference papers 

Two conference papers have been recently accepted, and will be presented at E-UNSAT 2020 

conference in Lisbon (Portugal): 

1. Stanić, F., Delage, P., Cui, Y.-J., De Laure, E., Versini, P.-A., Schertzer D., 

Tchiguirinskaia, I., Water retention and transfer properties of a green roof volcanic 

substrate, Accepted for publication at E-UNSAT Conference Proceedings, Lisbon 

(Portugal), October 2020.  

 

2. Stanic, F., Delage, P., Cui, Y.-J., De Laure, E., Versini, P.-A., Schertzer D., 

Tchiguirinskaia, I., A new approach of accounting for impedance effects in Gardner’s 

method of determining the hydraulic conductivity of unsaturated soils, Accepted for 

publication at E-UNSAT Conference Proceedings, Lisbon (Portugal), October 2020. 
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2. Experimental investigation of 

Green Wave substrate properties 

 

This Chapter is mainly focused on the experimental investigation of the hydraulic properties 

of a volcanic granular material used as a substrate for Green Wave. The experimental 

determination of the WRC the HCF, necessary for physically-based simulation of the water 

movement through Green Wave substrate, was carried out on a newly developed device 

presented in Chapter 2.1. It is a specially designed pressure plate apparatus adapted for 

accurate control of low suction values typical of coarse granular materials by means of two 

different techniques. Smaller suctions (up to 32 kPa) were imposed by using a hanging 

column system whereas larger suctions (between 32 and 50 kPa) were imposed by using the 

axis translation technique, in the same cell. The changes in suction during the tests were 

monitored by using a high accuracy differential pressure transducer. Transient suction 

changes were also used to determine the hydraulic conductivity function by means of both 

Gardner and Kunze and Kirkham’s methods. The former technique was used at low suctions 

(< 4 kPa) to account for the impedance effects due to the low permeability of the high air 

entry value ceramic porous disk whereas the latter was used between 4 and 50 kPa. Good 

comparability was observed in the data from both methods, demonstrating the good 

performance of the device for accurate and efficient determination of the hydraulic properties 

of granular materials. 

Based on tests carried out on this specific device, it was found necessary to account for i) 

impedance effects caused by the ceramic disk, and ii) the effects of non-constant imposed 

suction increments, the two boundary conditions dictated by the apparatus. Two analytical 

methods to solve the problem resulting from these two boundary conditions are presented in 

Chapter 2.2. The new method accounting for impedance effects is based on an analytical 

solution of the equations governing water transfers. Its validity is tested by considering 

experimental data from three distinct materials: the coarse Green Wave volcanic substrate 

considered in this work, together with literature data on a poorly graded sand and an 

undisturbed silty clay. Compared to the graphical Kunze and Kikham’s method, our new 

method is less operator-dependent and hence more objective. It is also simpler than numerical 

back analysis methods, since it does not require any use of numerical code or parameter 

optimisation algorithm, providing a more direct and reliable determination of the HCF. An 

analytical solution is also proposed to account for a non-constant suction increment, and its 

validity is tested based on the comparison with the experimental data obtained on the Green 

Wave substrate. 
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2.1. A device for the simultaneous determination of the water 

retention properties and the hydraulic conductivity 

function of an unsaturated coarse material; application to 

a green-roof volcanic substrate 

(Published in Geotechnical Testing Journal, DOI: 10.1520/GTJ20170443) 

 

2.1.1. Introduction 

Within the context of global warming, green roofs are considered as an efficient option to 

reduce the urban heat island (UHI) effect that characterizes large contemporary urban 

concentrations, thanks to the evapotranspiration of the vegetal (lawn or trees) grown on them. 

Green roofs are also interesting to reduce urban run-off. The substrates used in green roofs 

have to be light enough and to present satisfactory water retention and transfer properties. 

Coarse volcanic granular substrates appear to be relevant in this context, and they are 

frequently used in green roofs, like for instance in the case of Green Wave (Versini et al., 

2018) – Figure 1.3-1.  

The use of substrates in urban green roofs appears to be rather empirical to date, and very 

little data on their water retention and transfer properties are available. Also, whereas many 

investigations have been devoted to the determination of the water retention properties of 

unsaturated soils, much less data address their transfer properties, because of the technical 

difficulties met in their experimental determination. This is even truer in the case of coarse 

materials like the volcanic substrate considered here. 

To cope with these limitations, the paper describes the development of a specific controlled 

suction device for coarse granular materials, based on both a tensiometry principle (through 

the hanging column technique) and the axis translation method. The device is used to 

determine the water retention properties of the volcanic substrate used in the Green Wave. 

The device is also used for a simultaneous determination of the change in hydraulic 

conductivity of the unsaturated substrate along a drying path, by means of Gardner (1956)’s 

and Kunze & Kirkham (1962)’s methods, with special care devoted to impedance effects. The 

experimental data obtained are compared to those derived from the water retention curves 

through Mualem (1976)’s approach, so as to check the validity, for the coarse material 

investigated in this work, of some models that are often used in the literature.  

2.1.2. Material and methods 

Material 

The ―Green wave‖ roof of the Bienvenüe building is presented in Figure 1.3-1. The VulkaTec 

volcanic material (VulkaTec Riebensahm GmbH, 2016) is presented in the photo of Figure 

2.1-1 and its main characteristics are presented in Table 2.1-1. The grain density was 
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determined by using water pycnometer, providing an average value of 2.35 Mg/m
3
, a small 

value compatible with the volcanic origin of the material. The dry density of the specimen 

tested was determined by calculating its volume (from its dimensions) and measuring its 

weight, providing a value of 1.42 Mg/m
3
, light enough not to load the roof significantly. The 

resulting porosity was found equal to 0.395. A percentage of 4 % of organic matter was 

determined by using the French standard AFNOR (1998), which consists in comparing the 

specimen weight before and after heating during at least 3 hours at temperature between 450 

and 500 °C. The grain size distribution curve of the substrate, determined by sieving 

following the French standard AFNOR (1996) is presented in Figure 2.1-2 (solid line).  

The distribution of fine particles (< 80 µm) was obtained by sedimentation according to 

French standard AFNOR (1992). It can be noticed that 50% of the grains are larger than 1.6 

mm with 10 % particles between 10 and 20 mm, in the coarse range and 13 % fine particles 

smaller than 80 µm.  

 

 

Figure 2.1-1. Photo of the volcanic substrate used for the “Green Wave” 

 

Also represented in Figure 2.1-2 (dashed curve) is the grain size distribution curve of the 

material used for the test, with all particles smaller than 6 mm. Particles larger than 6 mm were 

discarded because we used a 70 mm diameter cell. For the same volume, a specimen with 

large particles discarded will contain more small particles, resulting in a larger porosity, in 

more water retained at a given suction, and in a larger hydraulic conductivity. Given that the 

proportion of the coarse particles discarded is 20%, a rough estimation of the over-estimation 

could be between 10 and 20 %.  
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Table 2.1-1. Basic characteristics of ―Green Wave‖ substrate 

Density of 

the grains 

Bulk (dry) 

density 
Porosity 

Curvature 

coefficient 

Uniformity 

coefficient 

Percentage of 

organic matter 

s [Mg/m
3
] bulk [Mg/m

3
] 𝜑 [-] Cc [-] Cu [-] CMOC [%] 

2.35 1.42 0.395 1.95 55 4 

 

In Table 2.1-1 are also presented the curvature coefficient Cc (Cc = (dg,30)
2
/( dg,60x dg,10) = 

1.95) and the uniformity coefficient Cu (Cu = dg,60/ dg,10 = 55). According to ASTM D2487-06 

(2006), the material can be regarded as well graded. 

 

 

Figure 2.1-2. Grain size distribution curve of the volcanic substrate 

 

Methods of controlling suction 

The various methods of controlling suction in soils include the hanging column technique 

(Buckingham, 1907), the axis translation technique (Richards, 1941; Richards, 1947), the 

osmotic technique (Zur, 1966) and the vapour equilibrium technique (Peters et al., 2011; 

Esteban, 1990). A detailed description of these techniques and of their adaptation in 

geotechnical testing can be found in Delage (2002), Vanapalli et al. (2008), Blatz et al. 

(2008), Delage & Cui (2008) and Fredlund et al. (2012).  

Given that the volcanic substrate investigated here is granular with rather large grain sizes 

(see Figure 2.1-1), it was initially decided to use the hanging column technique, because of its 

simplicity to use and of its good accuracy in both the control of low suctions and the 

measurement of water exchanges. However, one realized during the preliminary tests that, at 

the largest height imposed in the hanging column technique (hk = 3.2 m, corresponding to a 

suction of s = 32 kPa), a significant amount of water still remained in the substrate. It was 

then decided to impose larger suctions by using the axis translation technique. Note that the 



 

13 

 

hanging column technique was kept at very low suctions because of its robustness and high 

accuracy in this range, in which a high precision air pressure regulator would have been 

required if using the axis-translation method. 

In both cases, tests were conducted on a 24 mm high specimen placed into a metal 70 mm 

diameter cylindrical cell, in contact at its bottom with a 50 kPa air entry value ceramic porous 

disk. A thin metal disk (5 mm thick) was placed on top of the specimen, so as to monitor 

changes in height by means of a displacement sensor (Mitutoyo Brand). 

The Hanging column technique 

The implementation of the hanging column technique is presented in Figure 2.1-3. The cell is 

connected at its base through valve V2 to an outlet controlled by valve V3 and to a water 

reservoir through valve V1. The cell is also connected through a central tube to a mobile 

device that allows the imposition of water levels lower than that of the specimen, so as to 

apply suctions defined by the difference in water level between the specimen and the mobile 

part (up to 32 kPa at the maximum height of 3.2 m).  
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Figure 2.1-3. General lay-out of the hanging column system 

 

The mobile device contains a smaller inner glass tube of dinn = 0.5 cm and larger outer glass 

tube of diameter dout = 1.5 cm. The inner tube is connected to the specimen while the 

differential pressure transducer is connecting the outer tube with the reference glass tube 

(Figure 2.1-3). This pressure transducer (0.1 mm accuracy in water height) is able to provide 

high frequency measurements that are necessary for the determination of the hydraulic 

conductivity function. A monitoring rate of 10 s was adopted, chosen small enough to capture 

the change in the capillary potential at small times through the change of the water level in the 

mobile device. This change is detected as the height difference between the water levels either 

in the inner (valve V4 opened) or the outer tube (valve V5 opened), and the water level in the 

reference tube used to indicate constant reference water level. Most tubes used in the set-up 

are semi-rigid tubes made up of polyamide, except that used in the mobile device (inner and 

outer tubes) and the reference tube that are made up of glass. 
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The determination of the WRC along the drying path was carried out as follows: 

Saturating the whole system  

Before starting, all of the system has to be saturated, particularly the tubes connected to the 

differential pressure transducer, because air bubbles in the tubes can result in misleading data. 

Saturation was done by placing the reservoir filled with demineralized de-aired water above 

the specimen (Figure 2.1-3) and by opening valves V1 and V2 to let water infiltrate the 

specimen from the bottom to the top. Circulation of water within the specimen was let during 

one night, resulting in having a water layer laying above the specimen.  

To determine the degree of saturation after infiltration and water circulation, a specific test 

was carried out on a specimen of same density, with the top face coinciding with the top of 

the cell, allowing for water overflowing. Eight pore volumes of water were circulated through 

the specimen by means of a graduated water column that was connected at the specimen 

bottom. The specimen was weighed after water circulation, and the volume of water could be 

calculated, knowing also the dry weight of the specimen that was measured before the test. 

The test provided a degree of saturation of 98%, which was found reasonably close to 

saturation. The 2% remaining were probably due to difficulty of fully saturating the small 

pores existing within the fine fraction (13% < 80 µm). As in standard triaxial testing, full 

saturation could ideally be obtained by imposing a water back-pressure, which was not 

feasible in the present device. 

Once saturation was completed, the water layer above the specimen was removed, valves V1 

and V2 were closed. Prior to running the test, the mobile device was placed in such a position 

that the top of the inner tube full of water was at the same level as the top of the specimen, 

resulting in hk = 0 (Figure 2.1-3). In order to check whether equilibrium was ensured, valve 

V2 (Figure 2.1-3) was opened. If there was no water movement in the inner tube, the 

experiment could start. Otherwise, the saturation procedure was repeated. 

Imposing suction  

Two methods were used, according to the value of suction imposed.  

i) At smaller suctions, starting from saturation, it was observed that suction increases 

mobilized a significant volume of extracted water. Suction was then imposed by closing 

valves V2 and V5, by filling the inner tube up to the top and by moving down the mobile 

device at a position corresponding to the required suction. The water levels in the reference 

and outer tubes were carefully adjusted at the starting level in both tubes (Figure 2.1-4a).  
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Figure 2.1-4. Description of the two procedures used: a) change in water level observed the 

in outer tube (H1) with valve V4 closed and valve 5 opened; b) change in water level 

observed in the inner tube (H2) with valve 4 opened and valve 5 closed. 

 

The imposed suction was defined by the difference in height between the top of the specimen 

and the water level at the top of the inner tube (hk in Figure 2.1-3). Valves V2 and V5 were 

then opened, resulting in water being extracted from the specimen under the effect of 

increased suction. The extracted volume of water (V in Figure 2.1-3) flows from the top of 

the inner tube into the outer tube. It is monitored by the differential pressure transducer that 

measures the height difference between the water levels in the outer and reference tubes (H1 

- Figure 2.1-4a). Once equilibrium is reached (after 6 – 24 hours), a point on the WRC is 

obtained from the pair of values (i, hk,i) from the following equation: 

                     
 

 
 
                 (2.1-1)    

where     is the volume of water [L
3
] extracted from the specimen,  

     
 

 
 
 the average 

specimen volume [L
3
] between the end and the start of the test, determined from the 

monitored changes in height of the specimen and            the difference in volumetric 

water content [-] between the end and the start of the test. Note however that the monitoring 

of the changes in specimen height during the tests indicated very small changes smaller than 

0.5 mm (2%) along the whole test made up of 13 step increases in suction. The changes in 

height during each step were hence neglected. 
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ii) At larger suctions, the quantity of extracted water appeared to be much smaller and the 

procedure was changed to improve accuracy. The initial water level in the inner tube was no 

longer imposed at its top, but adjusted (by means of valve V3) at a lower level, in such a way 

that overflow was avoided during water extraction from the specimen. The changes in height 

in the inner tube were then directly measured by the differential pressure transducer by 

closing valve V5 and opening valve V4. The imposed suction was calculated at the end of the 

measurement from the difference in height between the final water level in the inner tube and 

the top of the specimen (H2 - Figure 2.1-4b).  

Before each new suction step, water levels in the outer (i) / inner (ii) and reference tubes were 

adjusted to the same level by opening the bypass valve (Figure 2.1-3), in order to reset the 

differential pressure transducer. Water levels in the outer (i) / inner (ii) and reference tubes 

were then set to the required initial levels by carefully using valve V3, in order to eliminate 

extra water through the outlet. 

In this study, only the drying path was considered. But the apparatus can also be used along 

wetting paths, along the following steps:  

W1. Setting the initial position: the initial position of the mobile part is at the lowest 

vertical level, i.e. the final position at highest suction reached during the drying path. The 

specimen is hence capable to store more water, thus a higher change in water level is 

expected. The water level change is recorded in the outer tube while the inner tube is filled up 

with water to the top, and no longer used during the test. Initial water levels in the outer and 

reference tubes should be set at the top of the inner tube by opening valves V1, V4 and bypass 

and letting water flow over the top of the inner tube. After reaching the required position, all 

valves and bypass should be closed. 

W2. Imposing suction: by opening valves V5 and V2, water from the outer tube enters the 

specimen. The resulting decrease in water level in the outer tube is captured by the differential 

pressure transducer.  

W3. Reaching equilibrium: once equilibrium is reached, suction is calculated as the height 

difference between the water level in the outer tube and the top of the specimen. The 

corresponding water content is calculated like during the drying path, but with an opposite 

sign because water content is now increasing after each measurement (         

           
 

 
 
). 

W4. Decreasing suction: to impose a lower suction, the mobile device is elevated, the outer 

and reference tubes are filled again, as described in step W1, and the W2 procedure is 

repeated. When a smaller change in water level in the outer tube is expected (lower suctions, 

higher water content), the inner tube should be used, by closing valve V5 and using valve V4, 

unlike in step W2. 

W5. Final state of the wetting path: in order to bring back the specimen to zero suction, the 

mobile device should be located at the initial position of the drying path with the water levels 

in the inner and reference tubes corresponding to the specimen top. In case of a difference in 

height between the level in the inner tube and the top of the specimen (if hk marked in Figure 

2.1-3 is higher than zero) after reaching equilibrium, the tubes should be refilled with water 

by opening valves V1, V4 and the bypass. After closing valve V1 and the bypass and opening 
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valve V2, without changing the vertical position of mobile device, no water movement in the 

inner tube should occur. If this is not the case, it means that zero suction is not obtained and 

the refilling procedure should be repeated.  

As commented above, for determining the drying path the hanging column technique was 

used for heights up to 3.2 m corresponding to a maximum suction of 32 kPa. For higher 

suctions, the axis translation technique was applied. 

The axis translation technique 

The axis translation technique was carried out by applying increasing air pressure on the top 

specimen surface. To do so, a cap connected to the air pressure supply source was placed on 

the top of the cell. Tests were carried out while keeping the specimen and the mobile device at 

the same level, above the differential manometer in order to monitor the changes in height 

difference. The imposed suction was calculated as the difference between the air pressure 

applied on the specimen’s upper surface and the change of water level inside the inner tube.  

Before each test, the water level in the inner tube should be put at the same level as the top of 

the specimen, and some space should be left above the water level to allow for some level 

increase with no overflow during the measurement. Once the air pressure is imposed, valves 

V2 and V6 are simultaneously opened, resulting in an increase of the water level in the inner 

tube, until stabilization at equilibrium. The final suction is calculated as the difference 

between the applied air pressure and the pressure corresponding to the water level increment 

in the inner tube, captured by the pressure transducer. The corresponding water content is 

calculated by using Equation (2.1-1). This methodology was applied for suctions up to 50 

kPa, the air entry value of the ceramic disk used. Higher suctions could be obtained with 

higher pressure and a ceramic disk of higher air entry value. 

Determination of the HCF 

Saturated state 

The investigation on the HCF of the material started with the determination of the saturated 

one. To do so, the cell containing the specimen was disconnected from the device and 

connected to a Mariotte’s bottle filled with demineralized, de-aired water, so as to run a 

constant head permeability test. Once the specimen was saturated, the position of the thin tube 

that goes through the Mariotte’s bottle was set in such a way that the difference in height 

between its bottom and the top surface of the specimen represented the imposed water head 

ΔΠ [L]. The water level in the Mariotte’s bottle had always to be above the bottom of the thin 

tube, in order to ensure a constant imposed water head. By measuring the water level change 

in the Mariotte’s bottle ΔH [L] and the time necessary for obtaining this change Δt [T], the 

flux q [L/T] can be calculated.  

    
   

   

         

 
                                     (2.1-2) 
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where Amariotte is the cross-section area [L
2
] of the Mariotte’s bottle, decreased by the area of 

the thin tube. The saturated hydraulic conductivity Ks [L/T] is then calculated using Darcy’s 

law. 

      
  

   
                                                        (2.1-3) 

The procedure was repeated for three different imposed water heads (j = 1, 2, 3), that were 

adjusted by changing the altitude of the bottom of the thin tube. 

Unsaturated states 

The various existing methods of measuring the hydraulic conductivity functions in 

unsaturated medium have been described in various papers or textbooks including Masrouri et 

al. (2008) and Fredlund et al. (2012). In steady state methods (Corey, 1957; Klute, 1972; 

Olsen et al., 1985, among others), a constant flow is imposed in a specimen put under given 

values of controlled suction. These methods are known to be rather long and tedious, due in 

particular to the need of very precisely measuring tiny transient flows along rather long 

periods of time. Alternatively, transient methods, in which the water outflow from the 

specimen submitted to suction steps is monitored (Gardner, 1956; Miller & Elrick, 1958; 

Kunze & Kirkham, 1962), are known to be easier to perform, with simpler equipment 

(Masrouri et al., 2008).  For these reasons, transient methods were used in this work. 

The HCF was hence determined by applying suction steps and monitoring the resulting 

changes in water content with time until equilibration, by means of the differential pressure 

transducer. It was planned to calculate the hydraulic conductivity of the specimen by using 

Gardner’s method (Gardner, 1956). This method assumes that the change in suction for each 

step is small, in such a way that the diffusion coefficient D(hk) can reasonably be considered 

constant during the test:  

          
     

     
 

        

  
               (2.1-4)   

where C(hk) is the average slope of the WRC [L
-1

] along the suction step corresponding to Δhk 

[L] and K(hk) is the hydraulic conductivity [L/T]. Based on the analytical solution of the 

diffusion equation expressed in terms of a Fourier series, Gardner proposed an estimation of 

the water conductivity using the monitored volume V(t) [L
3
] of water extracted from the 

specimen: 
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                        (2.1-6) 

where V∞ is the total amount of water extracted during the suction step [L
3
]. As commented 

above, we observed in this work that the specimen height Hs remained reasonably constant, 

we hence adopted Hs = 2.4 cm. 
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Gardner’s method is based on the fact that only the first member (i = 1) of the Fourier series 

in Equation (2.1-5) can be taken into account as a reasonable approximate solution, acceptable 

after          
   

 

    
. In such conditions, the equation corresponding to the first member of 

Equation (2.1-5) can be written as: 

  [       ]    
   

  
     

   
                (2.1-7) 

showing that the term   [       ] becomes a linear function of time t, with a slope 

depending on the diffusion coefficient D. 

The hydraulic conductivity K(hk) can then be calculated using the following equation: 

      
   

   
                  (2.1-8) 

The experimental data obtained in this work indicated that Gardner’s method is more relevant 

at higher suctions, in which i) less water exchanges occurred, ii) the condition of constant 

suction is ensured and iii) the assumption about a constant diffusion coefficient D is more 

satisfactorily fulfilled.  

However, Gardner’s method cannot be directly used when the saturated hydraulic 

conductivity of the ceramic disk is smaller than that of the specimen. Experimental data 

showed that this occurred during the first steps at low suction from the saturated state, during 

which higher hydraulic conductivity values are obtained. To cope with the cases in which 

impedance effects due to the ceramic disk occur, the method proposed by Kunze & Kirkham 

(1962) was adopted.  

Kunze and Kirkham’s method 

Kunze & Kirkham (1962) considered the solution of the consolidation equation applied for 

various layers of soil with different hydraulic conductivities. Their solution is graphically 

presented through various curves showing the changes in V(t)/V∞ with respect to the variable 

Λ1
2
Dt/Hs

2
, in which the parameter Λ1 is the first solution of equation aΛn = cotΛn and a is the 

ratio between the impedance of the ceramic disk and that of the specimen. 

In order to determine the hydraulic conductivity K(hk) of the specimen, it is required to 

estimate parameters a and Λ1, by fitting the experimental data (presented in the form V(t) / V∞ 

versus t) with one of the theoretical curves. Kunze & Kirkham (1962) remarked that only a 

portion of the experimental data corresponded to the theoretical curves, so they recommended 

to rather fit the curves at small times, for which more accurate values of Λ1
2 

are obtained. The 

choice of the adequate theoretical curve provides the value of parameter a. It is then possible 

to determine the corresponding parameter Λ1 from the Table presented in the paper of Kunze 

& Kirkham (1962). It is also necessary to graphically determine the reference time tRP that 

corresponds to Λ1
2
Dt / Hs

2
 = 1. Finally, the diffusion coefficient is calculated as D = 

Hs
2 

/ Λ1
2
tRP and the hydraulic conductivity by using Equation (2.1-8). 
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Another way to explore a possible impedance effect due to the ceramic porous disk is to apply 

Darcy’s law to the flux going through the saturated ceramic disk, as follows:  

              
  

  

 

   
                (2.1-9) 

where hk,top is the suction [L] at the top of the ceramic disk, Δzs its thickness [L], and ΔV is the 

volume [L
3
] extracted from the specimen during the time interval Δt [T].  

The change in suction at the top of the ceramic disk can hence be derived from the monitoring 

of the extracted water volume ΔV with respect to time. In the lack of any impedance effect, 

both suction values at top and bottom should be equal.  

2.1.3. Experimental results 

WRC 

Figure 2.1-5 shows the continuous monitoring of the changes in suction with both the hanging 

column technique (steps 1 to 10) and the axis translation technique (steps 11 to 13).  

 

 

Figure 2.1-5. Continuous monitoring of the imposed suctions during the 13 steps, provided by 

the differential pressure transducer. 

 

The outer tube was used for steps 1 and 2 that mobilized larger water volumes (valve V4 

closed, valve V5 opened, see Figure 2.1-4a), while the subsequent 11 steps (3 – 13) were 

made by using the inner tube (valve V4 opened, valve V5 closed, see Figure 2.1-4b). In the 

former case, the imposed suction remains constant (Figure 2.1-6a, solid line with squares – 

the dashed line with triangles will be commented later on), while in the latter case (3 - 13), the 

initial instantaneous drop in height hk (increase in suction) is followed by a slight progressive 
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increase in height, corresponding to a slight decrease in suction (see for example steps 11 - 12 

in Figure 2.1-6b).  

 

 

Figure 2.1-6. Zoom of the suction changes (solid line with rectangles – imposed suction; 

dashed line with triangles – calculated suction at the top of the ceramic disk): a) steps 1 and 

2; b) steps 11 and 12 

 

The corresponding drying path of the WRC is presented in Figure 2.1-7, in which the changes 

in volumetric water content  are plotted with respect to changes in suction expressed in 

[kPa]. The curve evidences a significant decrease in water content for the initial steps at low 

suctions, with  decreasing from the initial value of 0.395 down to 0.23 upon application of 

the first suction step of 2.1 kPa. The increment in volumetric water content progressively 

decreases afterwards, with a decrease in  to 0.20 at a suction of 4.2 kPa. The curve finally 

becomes almost linear at suction larger than 14.2 kPa, indicating that the further suction 

increments extract small quantities of water. A final value of 0.11 is reached at 49.6 kPa. 
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Good compatibility is observed between the section obtained with the hanging column 

technique (1 – 10) and that with the axis translation method (11 – 13). 

Figure 2.1-7 also shows that a good fitting is obtained by using the WRC expressions of 

Brooks & Corey (1964) and van Genuchten (1980), as follows: 

- van Genuchten (vG):        
     

(  (
 

   
)
   

)
                 

 

   
         (2.1-10) 

where s is the saturated volumetric water content (s = 0.395, see Figure 2.1-7), r [-] the 

residual one, sae is the air entry value of suction [M/(LT
2
)], and n [-] an empirical parameter;  

- Brooks & Corey (BC):              (
 

   
)
    

         (2.1-11) 

where ΛBC [-] is an empirical parameter, related to nvG by the relation ΛBC = nvG – 1.  

The fitting of the parameters of both vG and BC curves were made by first adopting values of 

sae and r, taken equal to 0.32 kPa and 0.057, respectively. The best fitting was obtained with 

nvG = 1.35 (vG expression) and ΛBC = 0.35 (BC expression).  

 

 

Figure 2.1-7. Water retention curve obtained using both techniques of controlling suction 

(hanging column and axis translation) 
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HCF 

Saturated state 

Figure 2.1-8 shows the data obtained from the steady-state permeability test, expressed in 

terms of changes in fluxes qj with respect to the hydraulic gradient (ΔΠj / Hs - see Equation 

2.1-3). The slope of the linear regression corresponding to the three measured points (j = 1, 2, 

3) and to point (0, 0) provides a value Ks = 8.11 x 10
-6

 m/s.  

The same approach carried out on the ceramic porous stone provided a value Kd = 4.02 x 10
-8

 

m/s, confirming that the hydraulic conductivity of the saturated ceramic porous stone is 

significantly smaller than that of the saturated material. As a consequence, Kunze and 

Kirkham’s method was used to interpret the data of the first suction steps (1 and 2) applied 

from the saturated state.   

 

 

Figure 2.1-8. Data of the constant water head hydraulic conductivity measurement of the 

saturated material. 

 

Unsaturated states 

Figure 2.1-9 presents the experimental data of steps 1 and 2 presented in terms of changes in 

V(t)/V∞ with respect to a log scale of Λ1
2
DtRP/Hs, as proposed by Kunze and Kirkham.  For 

step 1, Figure 2.1-9 shows excellent agreement of the data with the theoretical curve of 

parameter a = 1. The corresponding value of parameter Λ1
2
 is 0.74, according to Kunze and 

Kirkham (1962)’s graph, while the reference time tRP is 47 min (2800 s - vertical arrow in 

Figure 2.1-9).  
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Figure 2.1-9. Kunze and Kirkham's method applied to steps 1 and 2 (arrow indicates tRP) 

 

Finally, a hydraulic conductivity K(s) = 2.14 x 10
-7

 m/s is obtained for a suction of 2.1 kPa. 

This value is larger than that of the ceramic disk (Kd = 4.02 x 10
-8

 m/s), confirming the 

necessity of accounting for the impedance effect of the porous stone. Similarly, a value a = 

0.142 is obtained for step 2, with Λ1
2
 = 1.90 with tRP = 24 min (1440 s), resulting in a 

hydraulic conductivity value of 3.64 x 10
-8

 m/s, slightly smaller than that of the ceramic 

porous stone.  

The calculations of the changes with time of the suction imposed on the top of the ceramic 

disk according to Equation (2.1-9) are presented in Figure 2.1-6a for steps 1 and 2 (dashed 

line with triangles). As expected, they confirm the perturbation due to the low permeability of 

the ceramic disk. This perturbation is stronger during step 1, in which almost 3 hours are 

necessary to reach the desired 2.1 kPa suction at the top, compared to step 2 in which the 4.2 

kPa imposed suction is reached at the top after less than 2 hours. 
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Figure 2.1-10. Data from Gardner’s method, suction steps 2’  and 5 – 13 

 

Prior to use Gardner’s method, the assumption of constant suction during each suction step 

has to be checked. Inspection of the suction steps applied for suctions higher than 4.1 kPa 

(steps 3 – 13, Figure 2.1-5) showed that the water level in the inner tube was slightly rising at 

the start of the step, hence decreasing the suction. The level changes in the inner tube during 

steps 3 and 4 are around 7.5 % of the imposed suction and 30 % of the imposed suction 

increment. These two steps do not reasonably ensure the constant suction condition, they will 

not be considered for the determination of the HCF. For suctions higher than 10 kPa 

(measurements 5 – 13, Figure 2.1-5), the level increase in the tube is smaller (less than 4 % of 

the imposed suction and less than 12 % of the imposed suction increment), and suction 

changes are considered to be reasonably compatible with the use of Gardner’s method (see for 

example steps 11 and 12 in Figure 2.1-6b).  
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The application of Gardner’s method is presented in Figure 2.1-10, that shows the changes in 

  [       ] with respect to time for the measurements made during steps 2 and 5 – 13 (see 

Equation 2.1-7). In all cases, the linearity of the   [       ] function is satisfactory. As 

recommended by Gardner, the fitting is only based on the points corresponding to t > tbound. 

The values of tbound, calculated for each stage, are given in the graph of each step. Values are 

included between 0.2 and 2 h, depending of the value of D. Note that step 2 was also 

considered here, so as to compare the data with that of Kunze and Kirkham’s method, that is 

more appropriate, given possible impedance effects. 

Figure 2.1-11 shows the hydraulic conductivities obtained using the three different methods: 

i) saturated hydraulic conductivity, using the constant-head permeability test, ii) unsaturated 

hydraulic conductivity at lower suctions, using Kunze and Kirkham’s method (steps 1 and 2) 

and iii) unsaturated hydraulic conductivity at larger suctions, using Gardner’s method (steps 

2’ and 5 to 13).  

 

 

Figure 2.1-11. Hydraulic conductivity function (HCF) 

 

One observes that the hydraulic conductivity at step 2’ provided by Gardner’s method is 

somewhat smaller than that (step 2) given by Kunze and Kirkham’s method. This is 

compatible with the impedance effect due to the low permeability of the ceramic disk, which 

indicates that Gardner’s method is not fully satisfactory for step 2. Note however that the 

difference in hydraulic conductivity is not that large (3.64 x 10
-8

 m/s for Kunze and Kirkham 

and 1.64 x 10
-8

 m/s for Gardner’s method). 

All the points obtained by the three methods are in reasonable agreement and provide the 

decrease in hydraulic conductivity with increased suction along the drying path. In the first 5 

steps, a large decrease of 4 orders of magnitude is observed from 10
-5

 m/s (saturated state) 
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down to 10
-9

 m/s at a suction of 10.4 kPa, and the hydraulic conductivity then stays between 

10
-9

 and 10
-10

 m/s for steps 5 to 13, corresponding to suctions between 10.4 and 49.6 kPa. 

The results are also compared with the curves obtained by using the mathematical expressions 

of the relative hydraulic conductivity (Kr(s) = K(s) / Ks) derived from the WRC formulations 

of Brooks & Corey (1964) and van Genuchten (1980) according to Mualem (1976)’s 

approach (Equations 2.1-10 and 2.1-11), as follows:  

- van Genuchten:        
*  (
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)
   

)
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    ⁄           (2.1-12) 

 

- Brooks & Corey:        (
 

   
)
         

           (2.1-13) 

The curves obtained with the parameters obtained from the WRC curves, also represented in 

Figure 2.1-11, do not satisfactorily fit with the experimental data. Both formulations 

underestimate the hydraulic conductivity, with a better correspondence observed with the 

Brooks and Corey formulation. Indeed, the poor performance of the vG formulation is 

surprising, given that both the vG and BC expressions fitted quite nicely with the water 

retention curve, and that both permeability functions came through Mualem’s approach. As 

explained above, the same physical parameters were adopted in both cases (air entry value sae, 

residual and saturated water content r and s, respectively), while the fitting parameters used 

for the water retention curve were nvG (vG) and ΛBC (BC), also linked together (ΛBC = nvG – 1).  

Actually, it seems that these permeability functions derived from the WRC curves are most 

often used in the literature without further experimental check. A possibility could be that we 

deal in this work with a rather specific coarse granular material. This poor performance of the 

vG HCF in such a coarse material certainly deserves further attention. 

Because of this poor correspondence, it was decided to propose a power law, fitted by using 

the root-mean-square-deviation (RMSD) method. This solution can be written in the 

following form: 

                                                                          (2.1-14) 

with a1 = 5.38 x 10
-7

 and b1 = - 2.283, giving:  

                                             (2.1-15) 

The corresponding expression of the relative permeability is then: 

    

  
    

                                      (2.1-16) 

In order to present the right side of Equation (2.1-16) in the relative form as well, coefficient 

a2 can be written as follows: 
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    (
 

   
)
  

         
  

 

                     (2.1-17) 

where the value of sae is expressed in [kPa]. The final form of the equation reads: 

    

  
  (

 

   
)
 

                (2.1-18) 

with sae = 0.305 kPa and b = b1 = -2.283.  

2.1.4. Conclusion 

The new device developed in this work allowed to determine the water retention curve and the 

hydraulic conductivity function of a light coarse material used as substrate in an urban green 

roof. In a first estimation, it was estimated that the hanging column technique of controlling 

suction, with a maximum height of 3.2 m (suction 32 kPa) would have been satisfactory, but it 

was finally necessary to impose larger suctions by using the axis translation technique. This 

adaptation was rather simple to carry out, finally allowing us to run the whole test by using 

both techniques on the same specimen in the same cell, between the saturated state and a 

maximum suction of 49.6 kPa, with a good comparability between the experimental data 

obtained by the two techniques.  

The advantage of the hanging column technique is to allow for a very good precision in the 

control of both the suction and the water exchanges, made possible by using a differential 

pressure sensor with an accuracy of 0.1 mm in height. A specific system based on the use of 

both an inner and an outer tube was also developed so as to improve the accuracy of the 

measurements along the range of the applied suctions. This good accuracy was necessary, 

given the significant changes in volumetric water content observed during the first application 

of a suction as low as 2.1 kPa that resulted in a significant decrease from 0.40 to 0.23. 

Starting from a saturated state, the WRC exhibited a drastic decrease under a small suction of 

2.1 kPa, in link with the coarse nature of the granular substrate, followed by a progressive 

decrease down to a water content of 0.11 at 49.6 kPa. Both the van Genuchten and Brooks 

and Corey mathematical expressions fitted quite nicely with the experimental data.  

The good accuracy in the measurements of suction and water exchanges also allowed us to 

simultaneously determine, in a simple fashion, the hydraulic conductivity function from the 

monitoring of the water exchanges resulting from the step changes in suction. At lower 

suctions (2.1 and 4.2 kPa) and higher hydraulic conductivity, it was necessary to account for 

the impedance effects due to the 50 kPa air entry value ceramic disk by successfully using 

Kunze and Kirkham’s method. Gardner’s method was used at larger suctions, and a good 

comparability was observed from the experimental data from each technique. Another 

advantage of the device is to simply allow for the determination of both the water retention 

curve and the hydraulic conductivity function of the coarse material. Unsurprisingly, the HCF 

exhibited a trend similar to that of the WRC, with a decrease of around 3 orders of magnitude 

between the saturated state and that at a suction of 4.2 kPa, whereas all the data between 10.4 

and 49.6 kPa were comprised between 10
-9

 and 10
-10

 m/s.  
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The experimental HCF data were compared with the analytical expressions derived from the 

WRC expressions of van Genuchten and Brooks and Corey, based on Mualem’s approach. In 

both cases, these expressions appeared to significantly underestimate the experimental HCF, 

however with better results with BC’s expression, which was less than one order of magnitude 

below the experimental data. These expressions of the HCF are often used in the lack of 

experimental data, and the difference observed in this work confirm the need of having 

operational devices for the simultaneous experimental determination of the water retention 

curve and the hydraulic conductivity function in granular materials, such as the green roof 

substrate investigated in this work. 

To summarize, the main advantages of the presented device are i) its reliability for the 

simultaneous determination of both the WRC and the HCF, thanks to the robustness and 

precision of both the double tube system for monitoring water exchanges, and of the high 

precision differential pressure transducer for the measurement of suction; ii) its ability to 

accommodate both the hanging column and axis translation techniques of controlling suction, 

with the largest possible suction controlled by the air entry value of the porous stone, i.e. 1500 

kPa for common ceramic porous stones; iii) its ability to provide relevant data within a 

reasonable period of time: 10 days were necessary to run 13 steps, a period that can be 

reduced by making less steps, resulting for instance in a time period of around 1 week for 7 

steps. 

Note that the technique developed in this work could be extended to larger suctions by using a 

ceramic disk with a larger air entry value, allowing it to reach drier states. Note however that 

the technique is more adapted for granular materials in which rather low suctions develop. It 

could exhibit some restrictions in terms of water retention properties in the case of finer soils. 

The range of unsaturated hydraulic permeability functions covered during our investigation is 

between 10
-5

 and 10
-10

 m/s. Again, it seems that the technique would be limited, for finer 

soils, at larger suctions resulting in smaller hydraulic conductivity functions.  
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2.2. Two improvements to Gardner’s method of measuring the 

hydraulic conductivity of non-saturated media: 

accounting for impedance effects and non-constant 

imposed suction increment 

     (Published in Water Resources Research; DOI: 10.1029/2019WR026098) 

 

2.2.1. Introduction 

Gardner’s method (Gardner, 1956) was the first analytical method of calculating the hydraulic 

conductivity of unsaturated porous media by measuring, in the pressure plate apparatus, the 

transient outflow resulting from a step increase in suction, applied to the unsaturated 

specimen through an increase in air pressure. This method is based on various assumptions, 

including the linearity of the water retention curve (WRC) and a constant value of the 

diffusivity D over the suction increment applied (both hypotheses are better fulfilled with 

small suction increments). Gardner’s method does not account for the impedance effects of 

the plate (made up of a saturated ceramic porous disk with high air entry value) that may have 

a significantly lower hydraulic conductivity than that of the saturated specimen. This 

impedance effect was considered for first time by Miller & Elrick (1958), who proposed an 

analytical method to account for the flow resistance exerted by the disk, provided the disk 

hydraulic conductivity was known and the contact specimen/disk was perfect. Rijtema (1959) 

improved the method by developing a solution based on the hydraulic conductivity ratio 

between the soil and the disk, valid regardless of the quality of the specimen/disk contact. 

Finally, Kunze & Kirkham (1962) developed a graphical method based on Miller and Elrick’s 

method, in which particular attention was focused on the accurate determination of initial 

outflow values, which is particularly important with respect to impedance effects. However, 

this method, based on fitting experimental data against normalized charts to obtain some 

specific parameters required to calculate the hydraulic conductivity, may present some degree 

of subjectivity and operator dependency (see Appendix A2). More recently, Valiantzas (1990) 

proposed an analytical method that was not based on the assumption of constant diffusivity. 

The method was applied on single-step outflow measurements (Doering, 1965) by using an 

iterative algorithm to determine the relationship between the diffusivity and the water content. 

The main disadvantage of this method is that the water retention curve, necessary to make the 

calculations, has to be determined independently of the hydraulic conductivity function 

(HCF).  

In the past decades, numerical back analysis methods have been preferred to determine the 

HCF of unsaturated soils, through the simulation of water flow in unsaturated media by 

numerically solving Richards equation (Richards, 1931). When dealing with techniques in 

which ceramic stones are involved, numerical back analysis methods account for impedance 

effects by simulating transient water outflows from two-layered specimens (soil specimen and 

ceramic disk) subjected to suction increments (Eching & Hopmans, 1993; Eching et al., 1994; 
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van Dam et al., 1994; Durner & Iden, 2011; Schelle et al., 2011; Nasta & Hopmans, 2011; 

Wayllace & Lu, 2011). In these calculations, different functions are used to describe the 

hydraulic properties of the soils. Their parameter values are obtained by using different 

optimization algorithms for minimizing the deviation between measured and simulated 

outflows (Levenberg, 1944; Šimůnek et al., 2008). Since the WRC of the investigated 

materials cannot be always reliably interpreted with these functions that depend either on one 

(Brooks & Corey, 1964) or several semi-empirical parameters (van Genuchten, 1980; 

Fredlund & Xing, 1994; etc.), the HCF derived through Mualem (1976)’s approach does not 

necessarily provide realistic results (e.g. Khaleel & Relyea, 1995).  

Given the advantages and drawbacks of existing methods, a new and simple analytical 

approach to account for impedance effects in the determination of the HCF of unsaturated 

soils is proposed in this paper, together with an approach to account for non-constant imposed 

suction increment. The validation of the method is carried out based on experimental data 

from three different materials, i.e. a coarse material used for covering Green Wave (Stanić et 

al., 2019), a poorly graded sand and an undisturbed silty clay (Wayllace & Lu, 2011). This 

analytical method is simpler than numerical back analysis methods since it does not require 

the use of any numerical code and sophisticated optimization tools. It is also not affected 

either by any subjective graphical method like in the traditional Kunze and Kirkham’s 

method.  

2.2.2. Methods 

Analytical methods of determining the hydraulic conductivity of unsaturated materials 

The methods developed in this work originate from an experimental investigation carried out 

by Stanić et al. (2019). The experimental device used for the determination of the HCF based 

on Gardner’s and Kunze and Kirkham’s methods is presented in a simplified way in Figure 

2.2-1 and 2 (see Stanić et al., 2019 for more details). It consists of a metal cylindrical cell in 

which specimen is placed on a high air entry value (HAEV) ceramic porous disk. In Figure 

2.2-1, one observes that a suction step can be applied through a hanging column device, by 

moving down a mobile system in which the constant suction is controlled by the level of the 

top of the inner thin tube. The water extracted due to the suction step overflows in the outer 

tube and is determined by monitoring the change in water height by means of a high precision 

differential pressure gauge (Stanić et al., 2019). 

In hanging column systems, it is convenient to express suction in water height hk (z, t), as the 

sum of the initially established hydrostatic suction profile hk (z, t=0) and the time depending 

change of suction Δhk (z, t). The imposed suction increment Δhi [L] (index i for “imposed”) 

impacts the gradient 
   (   )

  
|
   

 that induces the outflow at the specimen bottom (see 

Appendix A1).  
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Figure 2.2-1. Simplified scheme of the hanging column apparatus of Stanić et al. (2019), 

where the water drained from the specimen overflows from the inner to the outer tube (initial 

suction equal to zero)  

 

If the hydraulic conductivity of the ceramic disk is higher than that of the specimen (no 

impedance effects), the constant Δhi is immediately transferred to the specimen bottom (Δhk 

(z=0, t) = Δhi = const.) – see dotted lines in Figure 2.2-1. In this case, the assumptions made 

by Gardner’s method (linearity of the WRC along the small suction step applied and constant 

diffusivity over the same Δhi) allow to express Δhk (z, t) using Fourier’s series, based on the 

analogy with Terzaghi-Fröhlich consolidation equation (Terzaghi & Fröhlich, 1936) that 

governs the consolidation of saturated soils: 

   (   )      (   
 

 
∑

 

 
 

 (   )     (  )

  
  

           
 

 
  

  
)            (2.2-1) 

where D(hk) = K(hk)/C(hk) is the (constant) diffusivity value [L
2
/T] at suction hk, where K(hk) 

[L/T] is the hydraulic conductivity and C(hk) [L
-1

] the slope of the water retention curve along 

the applied suction step. Suction hk is a reference value equal to the sum of the initial suction 

and Δhi. Equation (2.2-1) concerns the outflow (see Appendix A1) which is integrated in time 

to obtain the changes in water volume: 
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∑

 

  
  (    )     (  )   

  
        )             (2.2-2) 

where    is the total volume [L
3
] of the outflow drained from the soil specimen after 

imposing Δhi.  

Without considering the outflow at very small t, Gardner provided a convenient relation by 

keeping only the first term of Fourier series: 
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Indeed, Gardner showed that the changes in the first term with respect to time become linear 

after a short time period (see Stanić et al., 2019), providing a reliable estimation of the 

diffusivity D(hk) from the slope of the ln(V∞ - V(t)) curve. The estimation is more accurate 

with small imposed suction increments, since D(hk) is the average diffusivity value along it. 

The hydraulic conductivity at suction hk is derived as K(hk) = D(hk)C(hk).  

When the hydraulic conductivity of the disk is significantly smaller than that of the specimen, 

the suction increment Δhi imposed at the bottom of the porous disk is not immediately 

transferred to the specimen due to impedance effects. To cope with this issue, Kunze & 

Kirkham (1962) proposed a graphical method that is described in more details in Appendix 

A2. As commented in the Introduction, this graphical method is nowadays rarely used and has 

been replaced by numerical back analysis of water outflow under imposed suction increments.  

A new method to account for impedance effects 

As an alternative to existing methods of accounting for impedance effects, it is proposed to 

first apply Darcy’s law to the saturated porous disk of thickness zd, saturated hydraulic 

conductivity Kd and cross sectional area A, similarly as in Eching et al. (1994). One obtains 

the following expression of the drained outflow Q(t) [L
3
/T]: 

 ( )     
   (     )     

   
  = 

  ( ) 

  
                (2.2-4) 

where ΔV [L
3
] is the extracted water volume during the time interval Δt. The following 

relation gives the changes in the increment of suction at the specimen bottom: 

   (     )          
 ( )

   
                                                                                                 (2.2-5) 

This relation indicates that the change with respect to time of the suction applied at the 

specimen bottom can be derived from the monitoring of the drained outflow Q(t), that 

depends on both Kd and the combined effects of the water retention and transfer properties of 

the unsaturated specimen. Theoretically, the case with no impedance effect in which Δhk (z = 

0, t) = Δhi is met with porous disks of large Kd, when Kd >> Q(t)/A.  

Based on the time superposition principle (Hantush, 1964; Stanić et al., 2017 among others), 

it is hence proposed: i) to decompose a suction increment at the specimen bottom Δhk (z = 0, 

t) as the sum of a number Ns of very small successive suction increments hm = hi/Ns, 

occurring at time tm, ii) to apply the analytical solution (Equation 2.2-1) to each suction 

increment and iii) to superpose in time all suction increments, giving the following expression 

of the suction changes: 

   (   )   ∑    (   
 

 
∑

 

 
  (    ) (    ) (  )   

  
           

   

   
)

  
            (2.2-6) 

resulting in the following expression of extracted volume: 
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        )
  
               (2.2-7) 

Note that larger Ns secures smoother curves obtained using Equations (2.2-6) and (2.2-7). 

Since the computation is not time consuming, Ns = 1000 is adopted for all cases. Also, for Ns 

= 1 Equation (2.2-7) becomes similar to standard Gardner’s solution (Equation 2.2-2).  

As in Gardner’s method, K(hk) is calculated as D(hk)C(hk), where C(hk) = /hi is 

determined from the measured WRC ( is the measured change of water content over the 

suction step hi). D(hk) is adjusted to obtain the best agreement between Equation (2.2-7) and 

the experimental points describing the water outflow, by optimizing the squared correlation 

coefficient R
2
. In Figure 2.2-1, the changes in suction along the specimen’s height at different 

times are presented. Without any impedance effects (dotted lines), Equation (2.2-1) is used to 

calculate suction profiles (dotted lines), where the calculated Δhk (z=0, t) immediately reaches 

Δhi. In the case of impedance effects, the suction profiles (solid lines) are calculated using 

Equation (2.2-6). The calculated changes in suction with time at specimen bottom show how 

the boundary conditions progressively reach the hi condition imposed at t = 0 at the bottom 

of the porous disk. 

Given that the calculation of the Fourier series of Equations (2.2-1), (2.2-2), (2.2-6) and (2.2-

7) may be found somewhat tedious, one tested the approximated empirical formula proposed 

by Sivaram & Swamee (1977) in their simplified approach to solve Terzaghi - Fröhlich’s 

consolidation equation. This expression, that exhibits a difference with analytical solution 

smaller than 1% for 0% < V(t)/V∞ < 90% and less than 3% for 90% < V(t)/V < 100%, writes 

as follows: 
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                                     (2.2-8) 

Substituting in all equations where Fourier series appear, Equation (2.2-7) becomes: 
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For sake of simplicity, it is proposed to adopt expression (2.2-9) instead of Equation (2.2-7).  

A new method to account for non-constant imposed suction increment 

As observed in Stanić et al. (2019), Gardner’s method can be valid at lower water contents, if 

the hydraulic conductivity of the unsaturated soil becomes smaller than that of the ceramic 

disk, reducing impedance effects to zero. In Stanić et al. (2019)’s device, given that smaller 

water quantities are extracted from the specimen at higher suctions, it is necessary, for a better 

accuracy, to monitor the water exchanges through the changes in height of the inner thin tube 

used for imposing the suction increment Δhi = Δhk (z = 0, t = 0), as seen in Figure 2.2-2.  

Given that a gradual decrease in suction Δhk (z=0, t) occurs once the mobile device has been 

lowered to water extraction, the standard Gardner’s solution is valid only for sufficiently 
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small values of the ratio 
       (      )

   
 (see Stanić et al., 2019). Otherwise, it is necessary to 

account for the change in    (     ).  

 

 

Figure 2.2-2. Simplified scheme of Stanić et al. (2019)’s device, in the case when the water 

extracted from the specimen is collected in the inner tube (no overflow), resulting in a non-

constant suction step  

 

Since the increase in water level is caused by the outflow drained from the specimen, the 

water balance equation can be written in the following way: 

 
    (     )

  
     ( )   

  ( )

  
             (2.2-10)     

where ait is the cross-section area [L
2
] of the small inner tube in which outflow is collected. 

Since there is no impedance effect, V(t) can be substituted with Gardner’s solution (Equation 

2.2-2), by substituting V∞ by       (     ) (  ), thus replacing the constant Δhi by the 

non-constant Δhk(z=0, t). The outflow Q(t) then becomes equal to: 

 ( )   
  ( )
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 ( )        (2.2-11) 

where  ( )    
 

  
∑
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After introducing Equation (2.2-11) into Equation (2.2-10), the variables can be separated, 

leading to: 

 ∫
    (     )

   (     )

   (     )

   
  ∫

  ( )   (  ) 

     ( )   (  ) 

 

 
             (2.2-12) 

By integrating both sides of Equation (2.2-12), the following obtains: 
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   (     )
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)              (2.2-13) 

The expression of Δhk (z=0, t) is then derived as follows: 

   (     )  
   

   ( )
   (  ) 

   

              (2.2-14) 

Since    is equal to the total volume of water collected in the tube between     and     , 

the following equation can be written:  

      (       (      ))        (      ) (  )         (2.2-15) 
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   (      )
                 (2.2-16) 

After introducing the last expression into Equation (2.2-14), the final forms of Δhk (z=0, t) and 

V(t) are obtained: 

   (     )  
   

   ( )(
   

   (      )
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              (2.2-17) 

 ( )        (  
 

   ( )(
   

   (      )
  )

)             (2.2-18) 

For t = 0, F(t) = 0, so Δhk(z=0, t=0) = Δhi and V(t) = 0. On the contrary, for t = t∞, F(t)=1, 

leading to Δhk(z=0, t∞) and  ( )     (       (      ))    . Like in the standard 

Gardner’s method, K(hk) is determined based on adjusting the value of D(hk) by comparing 

our solution (Equation 2.2-18) with experimental data. The value of C(hk) =  /hk(z=0, t∞) 

is calculated based on the corresponding suction step on the measured  taken from WRC. 

Unlike Equation (2.2-9) (or 2.2-7), Equation (2.2-18) cannot be mathematically reduced to 

standard Gardner’s solution (Equation 2.2-2), since for    (      )      there will be no 

outflow - V(t) = 0. Please note that Fourier series F(t) is identical as in Equation (2.2-2), thus 

it can be substituted using the empirical expression (2.2-8), as previously explained, and 

introduced into Equation (2.2-18) for sake of simplicity.  

To calculate suction profiles, the non-constant boundary condition (Equation 2.2-17) is 

decomposed as in the case of the impedance effect, and Equation (2.2-6) is applied 

afterwards. Figure 2.2-2 presents the calculated suction profiles at different times for 2 cases: 



 

40 

 

i) constant suction step Δhi = Δhk(z=0, t∞) described using Equation (2.2-1) – dotted line - and 

ii) non-constant suction increment Δhi = Δhk(z=0, t) described with Equation (2.2-6) – solid 

line.  

2.2.3. Experimental investigations 

This work was initially developed when investigating the water retention and transfer 

properties of a volcanic coarse substrate used in an urban green roof in the Paris area, detailed 

in Stanić et al. (2019). The validity of the method is further established by also considering 

the experimental data obtained on two quite different materials (a poorly graded sand and an 

undisturbed silty clay) published by Wayllace & Lu (2011). 

Data of Stanić et al. (2019) 

In the device of Stanić et al. (2019) (Figures 1 and 2), a 70 mm diameter and 24 mm height 

specimen is placed on a zd = 5 mm thick ceramic porous disk with an air entry value of 50 

kPa, and a saturated hydraulic conductivity Kd = 4.02 x 10
-8

 m/s. Water exchanges are 

monitored by using an inner tube (inner diameter 5 mm, outer diameter 8 mm) and an outer 

tube (15 mm). The maximum height allowed by the system is equal to 5 m, corresponding to a 

maximum suction of 50 kPa. The material investigated was the volcanic substrate used for 

covering the “Green Wave” in the city of Champs-sur-Marne in France (Versini et al., 2018). 

The substrate is a coarse granular material with 4 % of organic matter, an average grain 

density of 2.35 Mg/m
3
 and a bulk density of 1.42 Mg/m

3
 (porosity of 0.395), with D50 = 1.5 

mm, 15% particles smaller than 80 µm and a curvature coefficient (D30
2
/(D10 D60)) of 1.95. 

The saturated hydraulic conductivity of the substrate is Ks = 8.11 x 10
-6

 m/s, and its WRC is 

given in Figure 2.2-3a (Stanić et al., 2019). 

 

 

Figure 2.2-3. WRCs of (a) the coarse substrate determined by Stanić et al. (2019); (b) of the 

remolded poorly graded sand (RPGS) and undisturbed silty clay (USC) determined by 

Wayllace & Lu (2011). Saturated water content (s) is indicated in each graph 
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Data of Wayllace & Lu (2011) 

Wayllace & Lu (2011) developed a transient water release and imbibition (TWRI) method for 

determining the WRC and HCF of two materials along the drying and wetting paths, by 

imposing, through the axis translation method, two suction increments for draining water 

from the soil specimen, followed by a suction decrease allowing subsequent water imbibition. 

The TWRI apparatus consisted of i) a flow cell accommodating a soil specimen of 60.7 mm 

diameter placed on 300 kPa HAEV ceramic disk (saturated hydraulic conductivity Kd = 

2.5x10
-9

 m/s, thickness Δzd = 3.2 mm), ii) a pressure regulator connected to cell top and iii) a 

water jar placed on a weight scale connected to cell bottom to collect the drained outflow 

(more details in Wayllace and Lu, 2011). During drainage, a first imposed suction increment 

was fixed (2 kPa), just above the specimen air entry values, small enough to just initiate the 

outflow from the specimen, while the second step was significantly larger (about 300 kPa).  

Wayllace and Lu investigated two different soils: a remoulded poorly graded sand compacted 

to a porosity of 0.39 and an undisturbed silty clay with a porosity 0.44. The values of the 

saturated hydraulic conductivities of these soils are Ks = 2.1 x 10
-6

 m/s and 1.1 x 10
-7

 m/s, 

respectively, and their WRCs are presented in Figure 2.2-3b. The significantly lower 

saturated hydraulic conductivity of the ceramic disk clearly indicates that impedance effects 

have to be accounted for when analyzing the outflow data.  

2.2.4. Determination of hydraulic conductivity values 

Coarse volcanic substrate of the Green Wave (Stanić et al., 2019) 

By analyzing the evolution of drained outflow for different suction steps, the change in 

hydraulic conductivity with respect to increased suction is obtained. Thirteen suction steps 

were carried out, where steps 1 and 2 were constant suction steps (with the overflow system 

of Figure 2.2-1) whereas the remaining steps correspond to non-constant suction increments 

(see Figure 2.2-2). The saturated hydraulic conductivities of both the specimen (Ks) and the 

ceramic disk (Kd) were determined using a constant head hydraulic conductivity test described 

in details in Stanić et al. (2019). 

In the top graph of  Figure 2.2-4a is illustrated the evolution of hk (z = 0, t) for step 1 

(connected filled dots), calculated using measured volumes and Darcy’s law (Equation 2.2-5), 

that gradually reaches hi imposed at the disk bottom. It can be noticed that the ratios 

hk (z=0, t)/hi at different times (t1 to t4) correspond to those in Figure 2.2-1 (x axis) for the 

same t. 
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 Figure 2.2-4. Green Wave substrate; top graphs - suction change at specimen bottom, at 

contact with ceramic disk; bottom graphs - measured outflow (circles) compared with 

calculated values from different methods (indicated on the Figure); (a) suction step 1 - 

impedance effect; (b) suction step 4 – non-constant suction increment; (c) suction step 11 – 

same as in (b)  

 

The bottom graph of  Figure 2.2-4a presents a comparison of the calculated values of V(t)/V∞ 

(in a time logarithmic scale) using Gardner’s method, Kunze and Kirkham’s method and that 

developed in this work. The best fit between Equation (2.2-9) and experimental data is 

obtained for D(hk = 18.5 cm) = 1.2x10
-6

 m
2
/s, where C(hk = 18.5 cm) = 0.16 / 0.185 = 0.86 m

-

1
 (see Figure 2.2-3a), which finally gives K(hk = 18.5 cm) = 1.04 x 10

-6
 m/s. Fitting our 

experimental data following Kunze and Kirkham’s method (non-dimensional time variable 

Λ1
2
D(hk)tRP / Hs

2
 is also reported on the bottom x-axis, see Appendix A2) provided Λ1 = 0.097 

and tRP ≈ 2750 s, with a = 10. The case of suction step 1 is described in details in Appendix 

A2 to point out the difficulties typical of graphical methods. Finally, the best overall 

agreement with measurements is obtained for a = 10 (having on mind that a = 1000 provides 

a hydraulic conductivity higher than the saturated one). The Figure shows excellent 

agreement between experimental data and both Kunze & Kirkham and the proposed method. 

Unsurprisingly, the extracted volume estimated by Gardner’s method (D(hk) = 7.5 x 10
-8

 m
2
/s) 

for times smaller than 1 h is higher than the measured one and that calculated with the two 

other methods. 

In case of step 4 (initial suction 0.489 m and hi = 0.321 m with 17 % of suction step change), 

calculated changes in Δhk(z=0,t) (Equation 2.2-17 - solid line) are compared with the 

measured changes in water level in the top graph of  Figure 2.2-4b, whereas calculated 

(Equation 2.2-18) and measured drained volumes are compared in the bottom graph. In this 

case C(hk) = Δ / Δhk(z=0, t∞) = 0.04 m
-1

, where Δ = 0.011 and Δhk(z=0, t∞) = (1 - 0.17) x 

hi = 0.266 m (see Figure 2.2-3a). The difference between the non-constant (Δhk(z=0, t)) and 
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constant (Δhk(z=0, t∞)) suction increment is more significant at initial time, right after 

imposing Δhi, while the largest difference in drained volumes between our method and 

Gardner’s method is observed after t2 = 25 min. The method proposed in this work shows the 

best agreement for D(hk) = 4.3x10
-8

 m
2
/s (the same value is adopted for Gardner’s method), 

while Kunze & Kirkham’s theoretical curve with parameters a = 0, tRP ≈ 4400 s and Λ1
2
 = 

2.467 also shows satisfying agreement at small times. All three methods show almost 

identical agreement with measured volumes when the overall suction step change is 

negligible, like in step 11 (initial suction 3.227 m and hi = 0.822 m with 5 % of suction step 

change) presented in  Figure 2.2-4c (Gardner’s and our method - D(hk) = 1.6x10
-8

, Kunze & 

Kirkham’s method - a = 0, tRP ≈ 14300 s and Λ1
2
 = 2.467). Concerning the methods proposed 

in this work, R
2
 > 0.99 for all three steps presented. 

The accuracy of the determined K(hk) value depends on the accuracies of both the WRC 

measurements (parameter C(hk)) and the outflow measurements (fitted value of D(hk)), both 

governed by the precision of the differential pressure transducer (± 0.05 mm). The relative 

uncertainty of K(hk) can be expressed as follows: 
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               (2.2-19) 

The uncertainty of C(hk) = Δθ/Δhi = V∞/(HsAΔhi) depends on the uncertainties of V∞, Hs and 

Δhi, and it can be expressed as: 
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             (2.2-20)  

where δV∞ = ± 6.32 x 10
-9

 m
3
 (± 9.82 x 10

-10 
m

3
) when measuring in the outer (inner) tube, 

δHs = ± 0.1 mm and δΔhi = ± 0.5 mm. In case of all three suction steps presented, 
  (  )

 (  )
 

     . Furthermore, it appears that the uncertainties of the outflow measurements (few 

percent at small times, and less than 1 % for t > 5 min) have no significant impact on D(hk) 

value, adjusted based on the R
2
 criterion (

  (  )

 (  )
 

  (  )

 (  )
      ). Finally, the relative 

uncertainty of hydraulic conductivity can be calculated based on Equation (2.2-19) as 

  (  )

 (  )
 √ (

  (  )

 (  )
)
 

 √              . Given that the hydraulic conductivity 

changes over 5 orders of magnitude in the case of the coarse volcanic material (see Figure 

2.2-5), this value is satisfactory. 
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Figure 2.2-5. Change of hydraulic conductivity of the coarse substrate with respect to 

increased suction obtained using 3 different methods: Kunze & Kirkham’s method (squares), 

Gardner’s method (triangles) and methods developed in this work (circles). Hydraulic 

conductivity values obtained by analyzing volume change measurements at larger times 

(Equation 2.2-3) are presented with blue symbols 

 

Figure 2.2-5 shows the changes in hydraulic conductivity obtained by using the three 

different approaches: Gardner’s method (triangles), Kunze & Kirkham’s method (squares) 

and the methods proposed in this work (circles). All 3 methods are applied on steps 1, 2, 3, 4, 

8, 11 and 12, for which stable and reliable volume change measurements are obtained at small 

times. Note that we also present in the Figure the hydraulic conductivity values for steps 5, 6, 

7, 9 10 and 13, that were obtained by using the standard Gardner’s method, based on volume 

change measurements at larger times (Equation 2.2-3). 

Figure 2.2-5 shows that both our method and Kunze & Kirkham’s one provide very similar 

results for the first two steps, where significant impedance effect occurs. In this range, 

Gardner’s method unsurprisingly provides significantly lower K(hk) values because it 

integrates the effect of the low hydraulic conductivity of the disk. However, the difference 

between the three methods decreases quite rapidly, with convergence observed at K(hk) = 2 x 

10
-8

 m/s, to compare to the twice larger Kd value of the ceramic disk (4.02 x 10
-8

 m/s). In case 

of steps 8, 11 and 12, where the imposed suction step changes less than 5 % with no 

impedance effect, all methods provide comparable results.  

From a hydrological point of view, the values of K(hk) in the low suction regime are of the 

greatest interest, since they have the most significant influence on the hydrological responses 

of the soil (substrate). As shown in Figure 2.2-5, this zone (first 4 steps) is precisely that in 

which the most significant differences are observed between the methods used, showing the 
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advantage of our method, that is less operator-dependent compare to that of Kunze and 

Kirkham. 

Poorly graded sand and silty clay (Wayllace & Lu, 2011) 

Among the transient outflow data from Wayllace & Lu (2011), only the first and smallest of 

the two applied suction steps was considered on both specimens because: i) our method 

assumes constant diffusivity, a hypothesis only acceptable for small suction increments and ii) 

the impedance effect is more significant at initial steps, when the hydraulic conductivity of the 

soil is significantly larger than that of the ceramic disk.  

 

 

Figure 2.2-6. (a) Poorly graded sand (data from Wayllace & Lu, 2011); top - Suction change 

at specimen bottom, at contact with ceramic disk, bottom – measured outflow (circles) 

compared with calculated values from different methods (indicated on the Figure); (b) 

Undisturbed silty clay (data from Wayllace & Lu, 2011): same as in (a) 

 

In Figure 2.2-6 are presented the same kind of data as in  Figure 2.2-4 for the poorly graded 

sand (Figure 2.2-6a) and the silty clay specimens (Figure 2.2-6b). In the first case Hs = 2.67 

cm, Δhi = 0.2 m and V∞ = 4.66 x 10
-6

 m
3
, while in the case of silty clay Hs = 2.41 cm, Δhi = 

0.2 m and V∞ = 1 x 10
-6

 m
3
. The bottom graphs in Figure 2.2-6a show that our method and 

Kunze & Kirkham’s method compare quite well, whereas Gardner’s method overestimates 

the outflow values at small times, like for the Green Wave substrate ( Figure 2.2-4a). On the 

contrary, for the silt clay specimen (Figure 2.2-6b-bottom) both Gardner’s and Kunze & 

Kirkham’s methods overestimate the outflows at small times, whereas our method shows 

excellent agreement with measurements along the whole time range. Due to the poor 
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agreement at small times, Kunze & Kirkham’s analytical curve was fitted with measurements 

at larger times (the parameters for this method are presented in Table 2.2-1).  

 

Table 2.2-1. Parameters used and hydraulic conductivity values obtained for Gardner’s 

method, our method and Kunze & Kirkham’s method for the poorly graded sand and the 

undisturbed silt clay investigated in Wayllace & Lu (2011) 

Gardner This Work Kunze & Kirkham 

 D [m
2
/s] K [m/s] D [m

2
/s] K [m/s] a [-] tRP [s] Λ1

2 
[-] K [m/s] 

Poorly 

graded sand 
1.0x10

-8
 3.01x10

-9
 1.8x10

-8
 5.43x10

-9
 0.389 23700 1.3228 6.87x10

-9
 

Undisturbed 

silty clay 
8.0x10

-8
 5.73x10

-9
 5.0x10

-7
 3.58x10

-8
 0.5 2300 1.1596 1.59x10

-8
 

 

Based on the adjusted D(hk) values in the case of Gardner’s and our method, and on 

parameters a, tRP and Λ1
2 

in case of Kunze & Kirkham’s method, the values of the hydraulic 

conductivity for the first step were determined (see Table 2.2-1). Based on the data from both 

our method and Kunze & Kirkham’s one, it can be concluded that the impedance effect 

occurs for both soils (K(hk) > Kd), especially in case of silty clay where calculated K(hk) 

values are about an order of magnitude larger than Kd for both methods. As in case of the 

coarse substrate, Gardner's method provides significantly lower K(hk) values compared to 

those determined using our and Kunze & Kirkham’s method.   

On the occurrence of impedance effects  

The most convenient way to clarify the importance of impedance effects is by analyzing the 

evolution of the ratio Δhk(z=0,t) / Δhi, calculated by using Equation (2.2-5). The faster the 

ratio gets close to 1, the less significant impedance effects are, and vice versa. It seems 

reasonable in this regard to define a criterion based on the relative time t / t∞ (t∞ is the time at 

which equilibrium is reached) at which Δhk(z=0, t) / Δhi gets close enough to 1 (ex. 0.95). 

Based on experience, we believe that impedance can be ignored if Δhk(z=0,t) / Δhi reaches 

0.95 within the first 5 % of the step duration, leading to a criterion tc / t∞ = 0.05. After 

dividing both sides of Equation (2.2-5) by Δhi and introducing the proposed criterion, the 

following is obtained: 

 (  )

   
     

   

   
                                     (2.2-21) 

Equation (2.2-21) shows that, besides the hydraulic conductivity Kd of the ceramic disk, the 

values of imposed suction increment hi and stone thickness zd also affect the impedance. 

For the data presented in  Figure 2.2-4a (coarse material), Figure 2.2-6a (sand) and Figure 

2.2-6b (silty clay), the values of the left side of Equation (2.2-21) are 1.2 x 10
-6

, 6.8 x 10
-8

 and 

9.6 x 10
-8

 m/s, respectively, while the values on the right side are 1.5 x 10
-7

, 7.81 x 10
-9

 and 

7.81 x 10
-9

 m/s. Equation (2.2-21) is hence not satisfied in none of the three cases, meaning 

that impedance effects cannot be neglected. In case of step 2 of the coarse substrate, the left 
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and right side of Equation (2.2-21) are almost identical, which is in agreement with the 

obtained K(hk) value that is rather close to Kd (see Figure 2.2-5).      

2.2.5. Conclusion 

This paper presented two improvements to Gardner’s method that were carried out i) to 

account for impedance effect in a simpler and more objective way than in Kunze and 

Kirkham’s graphical method and ii) to account for conditions in which non-constant suction 

increment is applied, as is often the case in hanging column techniques. 

The experimental data from various materials analyzed (coarse substrate, poorly graded sand 

and undisturbed silty clay) in this work showed that the proposed simple analytical method 

fairly well accounts for the impedance effects of the ceramic disk. This method is believed to 

be more reliable than Kunze & Kirkham’s graphical method, especially in the case of 

significant impedance effect, because it is not dependent of the difficulty in choosing the best 

fitting theoretical curve, among the family of curves provided by Kunze & Kirkham. The 

proposed method, based on the analytical resolution of the water transfer equations in the 

different parts of the system, only requires the accurate monitoring of outflow measurements, 

a requirement that is typical for any method for determining the hydraulic conductivity of 

multiphase porous material. The boundary condition in which a non-constant suction 

increment is applied, which is often the case when using the hanging column technique, was 

also treated analytically to be applied in the (larger) suction area in which no impedance effect 

has to be considered, with also good agreement between measured and calculated values. It 

has also been shown, that the simplified equation of Sivaram & Swamee (1977) could 

successfully replace the analytical solution in Fourier series, which simplifies the use and 

improves the efficiency of the method. Compared to numerical back analyses method, this 

method provides point values of hydraulic conductivity without the need to assume a 

parametric expression for the conductivity function. Thus, it is not confronted with the issue 

of model selection. Also, this method is considered simpler in the sense that it does not 

require the use of any numerical simulations with optimization algorithms, since the analysis 

of outflow data and the derivation of hydraulic conductivity value is much more 

straightforward.  
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3. Soil properties models 

 

In order to assess the heterogeneity of the Green Wave substrate and to further use it for 

developing new soil properties functions, X-ray CT scanner was used. By reducing the 

resolution of the scanned grey-scale soil image(s), the cumulative representation of solid 

particles (grains) and pores equal to or larger than the actual discretization element can be 

determined and described analytically. Due to the variable grain densities, described through 

different shades of grey color on a scanned image, the UM (Universal Multifractals) 

theoretical framework has been used to develop the grain size distribution (GSD) model 

(Chapter 3.1). Comparison between the proposed model and the standard dry sieving 

experimental data confirms that the GSD curve can be reasonably well predicted from the 

scanned soil image. If those images are not available, the proposed model can be used for 

interpreting the experimental data by adjusting the parameter values, as demonstrated on case 

of two soils taken form the literature. Even though it requires more parameters than the well-

known fractal-based PSF (Pore-Solid-Fractal) model, the proposed UM-based model has 

stronger physical-basis, while its parameters are closely related to the gradation of granular 

material.  

Compared to the multifractal GSD model, the proposed PSD model is based on a simpler 

fractal approach, where the fixed value of fractal dimension, related to the minimal grain size, 

is used instead of a continual set of fractal dimensions describing the GSD. Even though the 

PSD model is simplified compared to the GSD, the fixed value of the fractal dimension 

conserves the link between two distributions. The fractal-based PSD model has been used for 

practical reasons, to develop a simple and robust physically-based model of the water 

retention and transfer properties in non-saturated soils valid from saturation to oven-dryness 

(Chapter 3.2). To do so, new capillary-based water retention and hydraulic conductivity 

functions founded on the fractal approach have been derived from the PSD, by means of the 

Young-Laplace law and Mualem’s model. To describe adsorption phenomena, these functions 

are combined with those used in the Peter-Iden-Durner (PID) model, providing a model along 

the full-range of suctions, with less parameters than the existing models. This work also 

shows that some parameters are directly determined from the experimental GSD (the fractal 

dimension), or from the water retention data (air entry suction and residual water content), 

leaving only two parameters to be optimized. The model was successfully validated with 

respect to published experimental data from 10 different coarse, sandy and clayey soils, 

confirming it is convenient for simulating the water movements in unsaturated porous 

medium.     
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3.1. A new physically-based Grain Size Distribution model 

based on the application of the Universal Multifractals on 

the results provided by the X-ray Computed Tomography   

(Ready for submission) 

 

3.1.1. Introduction 

The grain size distribution (GSD) is one of the fundamental properties of granular soils that, 

besides the influence on mechanical characteristics, also affects the packing arrangement of 

grains (Nolan & Kavanagh, 1993; He et al., 1999 among the others), and thus the distribution 

of pores and hence hydraulic properties of the porous medium (Segal et al., 2009). The GSD 

curve is experimentally determined by using the dry sieving method that is based on the 

determination of the mass fractions of grains of different sizes (AFNOR, 1996). By using 

numerous sieves with different void diameters, grains are classified in the same number of 

groups according to their size, where the representation of each group is determined based on 

the measured mass fraction that stays on the corresponding sieve. After aggregating, the 

cumulative mass distribution (or the GSD) curve is obtained. However, the mentioned mass 

fractions are non-homogeneously distributed, which provides complex GSD curves that need 

to be modeled.  

Detailed overview of different approaches used for describing the mentioned complexity of 

GSD curves can be found in Ghanbarian-Alavijeh & G.Hunt (2017). One of them is the self-

similarity principle which is included in fractal-based models and which assumes occurrence 

of the same pattern of the soil structure at all scales. According to Ghanbarian-Alavijeh et al. 

(2011), the three-phase PSF (pore-solid-fractal) approach (Perrier et al., 1999; Bird et al., 

2000) is the most consistent and with the strongest physical-basis among the fractal-based 

approaches. Besides pores and grains, it assumes one additional ―fictive‖ type of soil elements 

– fractals - that are successively broken at smaller scales in a self-similar way, leading finally 

to the structure consisting of fractal-distributed pore and grain sizes. Thus, the GSD can be 

represented by means of a power (fractal) law, where the fractal coefficient is included in the 

exponent. However, unlike assumed in the PSF model, grain densities are non-homogeneous, 

which also contributes to the complexity of distribution of different mass fractions.   

Multifractal formalism, that takes into account different fractal coefficients for different 

threshold values, was also used for analyzing the complexity of GSD. Grout et al., (1998) and 

Posadas et al., (2001) used Renyi dimensions, one of the multifractal parameters, to 

characterize the heterogeneous distribution of different mass fractions. Besides this type of 

multifractal analysis, the singularity spectra analysis is also applied for analyzing the dry soil 

volume-size distribution obtained by using a laser distraction method (Martín & Montero, 

2002). Recently, Torre et al., (2016) used a X-ray CT, a non-destructive technique for 

obtaining a three-dimensional grey-scale image of a porous material (Hseih, 2003; Banhart, 

2008), in order to compare the three-dimensional structural complexity of spatial arrangement 

of grains and pores, with that of differently oriented two-dimensional planes. The multifractal 
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analysis has also proved to be convenient in this case. Even though the multifractal theory 

brings great potential to better understand the complexity of GSD (Ghanbarian & Hunt, 

2017), up to date this kind of analysis has not found practical application. In other words, the 

multifractal theory has not been used for developing a GSD model, as done in case of the 

fractal approach (e.g. PSF model). 

This work is focused on development of a new physically-based GSD model founded on the 

Universal Multifractal (UM) framework (Schertzer & Lovejoy, 1987; Schertzer & Lovejoy, 

1997). Based on a grey-scale soil image scanned by means of X-ray CT, it is possible to 

recognize solid particles of different sizes by progressively decreasing the resolution of the 

image while keeping the fixed value of the threshold. Change of the representation of solid 

particles with the resolution of the image can be directly linked with the grain size 

distribution, and described analytically in a mathematically-elegant way by means of the UM 

framework. Compared to Lai & Chen (2018), where a specific machine learning tool was 

used for particle recognition, this approach is much simpler and more convenient for practical 

application.  

The approach presented was firstly validated by using the scanned structure of the artificial 

volcanic substrate (Stanić et al., 2019) used for covering green roof named Green Wave 

(Versini et al., 2018; Versini et al., 2020). Results of the model, whose parameters are directly 

determined from scanned images, are compared with the experimental data obtained by means 

of the standard dry sieving method (AFNOR, 1996) and sedimentation test (AFNOR, 1992). 

Furthermore, the model was tested on two additional soils taken from the literature (Bird et 

al., 2000), Ariana silty clay loam (ASCL) and Yolo clay loam (YCL), whose scanned images 

are not available. In this case the proposed model was used only for interpreting the 

experimental data, while the model parameters were manually adjusted to obtain a credible 

description of the experimental points. Finally, the model was compared with the fractal-

based PSF model, and a physically-based explanation of the model behavior was given.          

3.1.2. Universal Multifractal (UM) framework (Schertzer & Lovejoy, 

1987) 

Contrary to the fractal approach that assumes a fixed fractal dimension, the multifractal 

formalism uses a continual set of fractal dimensions for estimating the probability that the 

value of the investigated field exceeds different resolution dependent thresholds. In the 

context of this work, the field of interest is a soil density indicator field         [-] 

proportional to the ratio ρ / ρbulk, where ρbulk is the dry bulk density [M/L
3
] of the material. 

        field is presented in the form of two- or three-dimensional scanned soil image, and 

hence it depends on the resolution  . In such case, the multifractal-based probability function 

is expressed as the following:  

 (          )  
               

  
                      (3.1-1) 

       (
 

    
 

 

 
)
  

        (  
 

 
)
  

                   (3.1-2) 
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where E is Eucledian dimension [-] (in this case E = 2 or 3 for two- and three-dimensional 

fields, respectively),   
 

    
 is a resolution of         field equal to the ratio between the 

size of the field L [L] and the size of a single discretization element L1(λ) [L] (pixel or voxel 

for E = 2 or 3, respectively). Note that λ needs to be a power of an integer λ1 (usually equal 2). 

Furthermore, dimensionless singularity γ [-] defines a resolution dependent threshold    for 

which the probability of exceedance is calculated, while c(γ) is the co-dimension function that 

describes how the fractal dimension changes depending on the value of threshold (or γ).  

Note that for conservative fields c(γ) is described by means of parameters C1 and α, describing 

the sparseness of the mean value of the field and the change of sparseness for values around 

the mean, respectively. According to Schertzer & Lovejoy (1987), C1 takes values between 0 

(mean value is ubiquitous - homogeneous field) and E (mean value is too sparse to be 

observed), while α takes values between 0 (no occurrence of extremes – fractal field) and 2 

(maximal occurrence of extremes – log-normal field). For γ = C1 the fixed point of the co-

dimension function c(C1) = C1 is obtained (see Equation 3.1-2), whereas for γ = γs the co-

dimension function reaches dimension of the investigated field, c(γs) = E. Value of γs is 

known as the most probable singularity that can be computed from Equation (3.1-2) as the 

following: 

      
 ((

 

  
)
    

 
 

 
)                  (3.1-3) 

Note that Equation (3.1-3) is written for a single data set analyzed. The two UM parameters 

can be determined from the real data sets by applying different techniques (Schertzer & 

Lovejoy, 1993). In this work the Trace Moment (TM) technique (Schertzer & Lovejoy, 1987) 

based on the scaling behavior of the statistical moments of order p is used.  

〈(       )
 
〉                         (3.1-4) 

where 〈(       )
 
〉 is the average statistical moment of an order p (< > indicates average 

value) and K(p) is the moment scaling function described as following: 

     
  

   
                             (3.1-5) 

Note that both c(γ) and K(p) functions are convex, they increase with no upper limit and they 

are linked by Legendre transform (Frisch & Parisi, 1985), meaning that for each γ there is a 

corresponding p (i.e. for γ = C1 and γ = γ s the corresponding values are p = 1 and p = ps, 

respectively). More details about the UM theoretical framework can be found in Chapter 4.2.  

3.1.3. Methodology   

X-ray CT (Computed Tomography) 

Previously mentioned         field is obtained from the grey-scale soil image scanned by 

means of X-ray CT scanner. In this work, an UltraTom microtomograph from Laboratoire 
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Navier was used, where a 10 cm diameter and 15 cm height specimen of the Green Wave 

substrate (Stanić et al., 2019) was placed on the rotation table located between the X-ray 

source and the flat panel detector (more details on the principle and the device in Bruchon et 

al., 2013). The obtained three-dimensional grey-scale image consists of 1785x1785x3072 50 

μm size voxels, carrying the information about different intensities of grey level GL (bright 

shades of grey represent high, and dark shades low density zones). Based on the proved linear 

correlation between GL and soil density (Taina et al., 2008), 
ind

 can be obtained by: 

- subtracting the GL0 threshold value from the original GL values.  

- setting to zero all GL values lower than GL0.  

- renormalizing the modified GL field.   

     {
                  

      

〈      〉

                               
                              (3.1-6) 

where notation < > indicates the mean value. GL0 is adjusted based on the locations of pores 

that can be reliably identified on the image. By using Fiji, an open source Java-based image 

processing package, it was possible to estimate the value of GL0. 

Preliminary investigation confirmed the existence of the statistical isotropy within the 

investigated specimen (explained later in the text), allowing not to analyze the full three-

dimensional ind
(λn) field, but only several horizontal planes (E = 2) extracted from it. This is 

rather significant for saving computational time and memory. In Figure 3.1-1 are presented 

eight horizontal ind
(λn) planes that are further analyzed, where λn = 2

10
 = 1024 is the highest 

resolution considered. These fields are located within central 10 cm of the specimen height 

(the top and the bottom 2.5 cm are ignored due to technical reasons), with an equal distance 

(1.6 cm) between two consecutive images.  

 

 

Figure 3.1-1. Eight horizontal ρ
ind

(λn = 1024) fields analyzed in this work (vertical distance 

between two consecutive planes is ≈ 1.6 cm)   
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A New GSD Model  

In order to develop a GSD model it is necessary to find a way to reliably recognize grains and 

pores based on the ind
 filed obtained, and to classify them according to their sizes. The 

approach proposed in this work is based on the up-scaling procedure (decreasing the 

resolution of ind
(λ) field), which is due to the secured statistical isotropy explained on the 

example of two-dimensional ind
(λ) field (E = 2). The same procedure can be applied for E = 

3.  

Starting from λn, it is assumed that ind
(λ) ≥       

   values indicate grains, where       
    is a 

threshold related to the minimal grain density, while ind
 = 0 indicate pores. Intermediate 

values of the field (0 < ind
(λ) <       

   ) represent mixtures of grains and pores of sizes smaller 

than the actual pixel size L1(λ), and thus they cannot be classified neither as grains nor pores 

at λ. Since λ is a power of 1 (=2), pixels are merged in groups by 1
2
 and their values are 

averaged, creating that way one out of 1
2 

pixels. Thus, λ is decreased 1 times, while L1(λ) is 

increased by the same factor. By averaging, ind
(λ) values are mitigated and the representation 

of those above       
    is decreased compared to that met at λn. Mostly individual grain-pixels 

of size L1(λ), that are surrounded by zero or intermediate ind
(λ) values, disappear after 

averaging because larger pixels replacing them do not satisfy the criterion for grains (ind
(λ) ≥ 

      
   ). Therefore, the representation of grain-pixels at different λ (Pgrains(λ)) corresponds to a 

cumulative representation of grains that are equal to or larger than L1(λ). The up-scaling 

procedure is repeated iteratively, and grain-pixels gradually disappear as λ decreases, until 

even the largest grain-pixels vapor (see Figure 3.1-2).  

In Figure 3.1-2 is illustrated the ind
(λ) field (horizontal plane 4 in Figure 3.1-1) at different λ, 

where each bar presents ind
(λ) value, while the horizontal platform presents value of       

    

    . Fluctuation of the field is clearly reduced as λ decreases, as well as the representation of 

pixels above the platform. However, pixels grouped in the central part of the field resist 

longer to the up-scaling process (up to λ = 8 – see Figure 3.1-2e), indicating the presence of a 

large grain on that location.  

Pgrains(λ) describes how the probability of exceeding a fixed threshold (      
    in this case) 

changes with λ, and it can be expressed as the following: 

            (              
   )  

 (                
   )

  
               (3.1-7) 

where λ
E
 is the total number of discretization elements (pixels in case of E = 2) at λ, while 

 (                
   ) is the number of discretization elements at λ, whose values are equal to 

or larger than       
   . The probability that a size of a grain exceeds L1(λ), P(d ≥ L1(λn)), is 

obtained by renormalizing Equation (3.1-7) with respect to Pgrains(λn). Thus, P(d < L1(λn)) = 1 

- P(d ≥ L1(λn)) can be expressed as the following: 

             
          

           
   

 (                
   )

 (                 
   )

(
  

 
)
 

             (3.1-8) 
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Compared to the standard dry sieving method where grains are classified in groups according 

to the sizes of voids on the sieves, and hence the total mass representation of each group is 

used for determining a GSD curve, the approach presented in this work takes into account 

densities of individual grains. However, the analogy between the dry sieving method and the 

approach proposed here (Equation 3.1-8) can be derived under certain simplifications, as 

presented in the Appendix A3.   

 

 

Figure 3.1-2. Change of the two-dimensional ind
(λ) field (Horiz. plane 4 in Figure 3.1-1) with 

λ at: (A) λ = 128; (B) λ = 64; (C) λ = 32; (D) λ = 16; (E) λ = 8; (F) λ = 4. 

 

The approach proposed here is facing certain issues that are mostly related to the way pixels 

are grouped. Thus, it is possible to have 1
2 

neighbor pixels that belong to a grain of larger 

size, but since they are distributed in different groups there is a ―good‖ chance that this larger 

grain will not be recognized after the aggregation. On the contrary, those pixels can signify 

separated grains, but if they are aggregated as a part of the same group of 1
2 

pixels, they will 

be recognized as a part of the larger grain. The same issues appear when applying the 

presented approach on the three-dimensional image, where 1
3 

voxels are grouped instead of 

pixels. Nevertheless, these special cases seem not to have significant influence on the 

proposed algorithm if applied on sufficiently large n. This has been confirmed by moving the 

frame of pixels at the initial resolution by one up to a few pixels to the left, right, bottom or 

the top in order to impact the way pixels are grouped.   

Adaptation of the UM framework 

To describe Equation (3.1-8) analytically, it is necessary to adapt the UM framework to the 

approach proposed in this work. As previously explained, UM assume a resolution dependent 



 

58 

 

threshold   , while here the emphasis is put on the fixed threshold value       
   . Therefore, it 

is necessary to express       
   , which is independent of λ, through λ.  

      
                                          (3.1-9) 

where      is determined at each  in order to maintain constant value of       
   . Thus,       

is calculated from Equation (3.1-9) as the following: 

      
  (      

   )

      
                 (3.1-10) 

By introducing Equation (3.1-10) into Equation (3.1-2), Pgrains(λ) (Equation 3.1-7) can be 

expressed analytically in the following form:  

           
                  

    

    
   (

  (      
   )      ⁄

     
 

 
)

  

             (3.1-11) 

In Figure 3.1-3 is presented comparison between Equation (3.1-11) (solid line) and Equation 

(3.1-1) (dashed lines) for the same values of UM parameters that are related to the horizontal 

plane 4 in Figure 3.1-1 (C1 = 2.23x10
-2

, α = 1.67). Different dashed lines shows how the 

probability of exceeding a scale dependent threshold γ
 changes with λ for different values of 

γ (indicated in the Figure), while solid line describes how the probability of exceeding a fixed 

value of       
         changes with λ.  

As illustrated in Figure 3.1-3, Equation (3.1-11) is valid for λ between the lower (λlow) and the 

upper (λup) resolution limit. According to Equation (3.1-9),      (      
   )

      
, where 

        is the previously introduced maximal observable singularity value (see Figure 

3.1-3).            reaches its maximal value for       which is computed the same way as 

     just for         . Therefore,        (   )  (      
   )

         
        

   ⁄  due to the 

fact that c(C1) = C1 (see Equation 3.1-2).  

Finally, after renormalizing Equation (3.1-11) with respect to            , the following is 

obtained:  

             
 

   (
  (      

   )      ⁄

     
 
 
)

  

  

   (
  (      

   )       ⁄

     
 
 
)

                (3.1-12) 

Please note that, in order to avoid negative values of Equation (3.1-12), it is necessary for λn 

to be equal to or lower than the upper resolution limit λup. 
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Figure 3.1-3. Comparison between the probability of exceeding i) a resolution dependent 

threshold 
 (Equation (3.1-1) – different dashed lines for different values) and ii) a fixed 

threshold value       
         (Equation (3.1-11)- solid line). UM parameter values are 

related to the Horizontal plane 4 (see Table 3.1-1 later in the text): C1 = 2.23x10
-2

, α = 1.67  

 

Equation (3.1-12) is a function of image resolution , and thus it is rather convenient for 

predicting the GSD based on grey-scale images obtained by means of X-ray CT. However, 

sometimes it is preferable to express GSD curve as a function of grain size instead of image 

resolution. Having on mind that the actual grain size dg corresponds to the actual size of a 

pixel L1(λ), it is clear that  can be expressed as the ratio (L / dg). Furthermore, based on 

Equation (3.1-10)    
  (      

   )

  (    )
,  and thus Equation (3.1-12) can be finally presented in the 

following form:  

 (    )    
(
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  (      
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              (3.1-13) 
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where λn = L / dg,min, and dg,min is the minimal grain diameter [L]. L is the size of the 

investigated         field (grey-scale image), which can be also understood as the size of a 

cubic shape specimen that contains a material whose GSD needs to be determined. L can be 

also expressed through the maximal grain diameter dg,max [L], as             .  

Determination of model parameters 

The model proposed in this work (Equation 3.1-12 and Equation 3.1-13) uses four parameters: 

      
   , dg,min (or λn in case of Equation 3.1-12), C1 and α. Value of       

               ⁄  can 

be determined as the ratio between the minimal grain density and the dry bulk density of the 

material investigated, while λn is the highest resolution of the image (dg,min = L / λn).  

Finally, α and C1 are determined by analyzing the scaling behavior of two-dimensional ind
(λ) 

field by means of the Trace Moment (TM) technique (Schertzer & Lovejoy, 1987).  

 

 

Figure 3.1-4. Scaling of statistical moments for eight ind
( fields presented in Figure 3.1-1 

 

Firstly, ind
(λ) field is up-scaled and at each resolution λ it is raised on the power p. Then, 

〈(       )
 
〉 (the average statistical moment of an order p) is calculated. For different p 

values, change of 〈(       )
 
〉 with respect to λ is plotted in log-log scale. In Figure 3.1-4 the 

scaling behavior is presented only for four different p values, for each of the eight ind
(λ) 

fields illustrated in Figure 3.1-1. Different slopes of the obtained linear regressions are related 

to different K(p) values that are plotted against p in order to form the moment scaling function 

(see Figure 3.1-5 – different solid lines correspond to eight analyzed fields). Based on 

Equation (3.1-5), the first derivative of the obtained K(p) function at p = 1 is equal to    
     

  
     (calculated numerically), while the ratio between the second and the first derivative 

at p = 1 is   
 

  

      

       .    
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Figure 3.1-5. Moment scaling functions K(p) obtained by applying TM technique on eight 

horizontal ind
( fields presented in Figure 3.1-1 (different solid lines) and eight vertically 

oriented ind
( fields (dashed lines)  

 

Compared to Equation (3.1-12), Equation (3.1-13) is more convenient for application when 

the scanned soil images are not available. In that case, α and C1 cannot be determined as 

explained above, but manually adjusted for a certain range of scales (L / dg,min) so that the best 

possible agreement between Equation (3.1-13) and experimental GSD data is obtained. 

Clearly, this procedure is less reliable than the former one, but might be helpful if X-ray CT is 

not available.  

Influence of model parameters  

In order to better understand the influence of the four parameters on the model behavior, 

Equation (3.1-13) has been tested on different values of each parameter, as illustrated in 

Figure 3.1-6. For all cases presented in Figure 3.1-6, value of L = 100 mm is kept constant 

while changing values of the four model parameters.  

The impact of C1 on the GSD is illustrated in Figure 3.1-6a by increasing (dash-dotted line) / 

decreasing (dashed line) its initial value (solid line) by 50 % while preserving values of the 

three remaining parameters. Similarly, in Figure 3.1-6b value of α is changed by 50 % in both 

ways. Figure 3.1-6a shows that parameter C1 mostly affects the break onto the finer particles 

and the shape of that part of the curve in a way that smaller C1 secures higher contribution of 

fine grains (dashed line), while the case is opposite for higher C1 (dash-dotted line). On the 

contrary, the change of parameter α (Figure 3.1-6b) is less affecting the representation of 

small grains, but it is mainly responsible for the slope of the central part of the GSD curve, 

where smaller α provides steeper curve. Thus, in case of granular soils higher α and smaller 
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C1 values describe well-graded, while smaller α and higher C1 describe poorly (uniformly) 

graded materials. Indeed, well-graded materials usually have lower total porosity due to the 

better spatial packing of grains, meaning the lower representation of zeros in ρind
 field that 

causes stronger variability of the field (higher α) and lower intermittency of its mean value 

(lower C1).  

The impacts of       
    and dg,min on the GSD curve are also tested by varying one of the 

parameters while maintaining the rest. As illustrated in Figure 3.1-6c, the higher       
    (more 

strict threshold value), the higher values of P(d < dg) (Equation 3.1-13), and vice versa. 

Unlike the three other parameters, dg,min dictates the total range of scales (L / dg,min) by 

affecting mostly the distribution of small grains (tail of the GSD) - see Figure 3.1-6d. 

 

 

Figure 3.1-6. Behavior of the proposed GSD model when changing values of: a) C1; b) α; c) 

      
   ; d) dg,min. Initial parameter values (solid line in each graph) are C1 = 1.85x10

-2
, α = 

1.3,       
         and dg,min = 1x10

-3
 mm 

 

3.1.4. Results and Discussion 

The approach presented in this work is firstly validated through the comparison between 

Equation (3.1-12), applied on the scanned soil images of the Green Wave (GW) substrate, and 
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the experimental GSD data of the same material. In this case, the UM parameters are 

estimated based on the scanned soil images following the previously described methodology. 

The model (Equation 3.1-13) is further applied on two additional soils (Ariana silty clay loam 

and Yolo clay loam) taken from the literature (Bird et al., 2000), for which scanned images 

are not available. The comparison with the fractal-based PSF model (Perrier et al., 1999; Bird 

et al., 2000) is also presented. 

Prediction model  

Before applying Equation (3.1-12) on ρind
 fields presented in Figure 3.1-1, the model 

parameters need to be determined. As previously explained, λn = 1024 (dg,min = L1(λn) = 50 

μm) and       
    

      

     
 

   

    
     , where both s,min and bulk were determined 

experimentally. Finally, α and C1 are determined by applying the TM analysis on both 

horizontally- and vertically-oriented ind
 fields (only horizontal planes are presented in Figure 

3.1-1) in order to check the statistical isotropy within the specimen. Note that λn = 1024 for 

vertically-oriented planes as well, and they occupy the central part of the specimen with an 

equal distance between two consecutive images.  

Figure 3.1-4 shows that the scaling quality of statistical moments of order p is satisfactory for 

all horizontal fields, whereas the quality of scaling is even better in case of vertical fields (not 

presented in the Figure). Note that λn = 2
10 

= 1024 is considered as sufficiently high so that 

the obtained values of UM parameters can be assumed as valid even for higher λn.  

Figure 3.1-5 illustrates K(p) functions obtained for each analyzed vertical (red dashed lines) 

and horizontal (different solid lines) image, while the values of the determined UM 

parameters are presented in Table 3.1-1. Obtained moment scaling functions for vertical and 

horizontal planes K(p) are overlapping (UM parameters cover similar range of values), which 

indicates the statistical isotropy (homogeneity) that was previously mentioned. Low obtained 

values of C1 (between 0.01 and 0.027) can be explained by the relatively narrow range of ind
 

values varying between 0 and several units (see grey-scale-bar in Figure 3.1-1). Values of this 

parameter should be approximately the same order of magnitude for majority of soils, since 

the ratio between the grain density and the bulk density cannot change significantly, 

regardless of the soil type. On the contrary, high α values (between 1.6 and 2) point out that 

fluctuations of densities around the bulk density are rather significant, which indicates the 

presence of various grain sizes of different densities. This is in agreement with the initially 

made correlation between the high α values and the well-graded materials. As previously 

mentioned, the characteristic of well-graded materials is the absence of large pores, which 

seems to be the case here since the majority of pores are smaller than l(λn = 1024) = 50 μm 

and cannot be observed on the presented images. 
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Figure 3.1-7. Comparison between: A) Equation (3.1-12) applied on the Horizontal plane 4 

(L = 60 mm,       
        , λn = 1024, C1 = 2.23x10

-2
, α = 1.67), Equation (3.1-8) applied on 

the same field (      
        , λn = 1024), and truncated experimental GSD data (dg ≥ 50 

μm); B) Equation (3.1-12) applied on eight         fields presented in Figure 3.1-1 (L = 60 

mm,       
        , λn = 1024, while α and C1 are presented in Table 3.1-1), and truncated 

experimental GSD data (dg ≥ 50 μm); C) Equation (3.1-12) (same as in B) just for dg,min = 1 

μm) and the full-range experimental GSD data (dg ≥ 1 μm) 

 

Table 3.1-1. Determined UM parameters for eight analyzed ρ
ind

 fields 

Horizontal plane 

 1 2 3 4 5 6 7 8 

C1 9.34E-03 9.93E-03 1.64E-02 2.23E-02 1.66E-02 2.72E-02 1.45E-02 1.93E-02 

α 1.93 1.96 1.83 1.67 1.80 1.61 1.85 1.66 

Vertical plane 

 1 2 3 4 5 6 7 8 

C1 2.66-02 2.21E-02 1.74E-02 1.72E-02 1.67E-02 1.63E-02 2.06E-02 2.37E-02 

α 1.56 1.72 1.75 1.75 1.76 1.82 1.78 1.60 

 

After determining values of the four model parameters, Equation (3.1-12) is firstly tested on 

one of the ind
 fields presented in Figure 3.1-1 (Horiz. plane 4). Figure 3.1-1a illustrates 

comparison between Equation (3.1-12) (solid line), Equation (3.1-8) (connected dots) that 

uses the counted number of                 
    values at different λ, and the truncated 

experimental GSD data of the GW substrate (triangles). Note that truncated data consider only 

grains equal to or larger than dg,min = 50 μm. Good agreement between different curves 

presented verifies the approach proposed.  

In Figure 3.1-1b is presented comparison between the truncated experimental data (triangles) 

and Equation (3.1-12) applied on every ρ
ind

 field presented in Figure 3.1-1 (different solid 

lines). Moreover, in Figure 3.1-1c the full range experimental data (squares) are compared 

with Equation (3.1-12) by using the same parameter values as in Figure 3.1-1b, with only 

difference that dg,min is adopted to the minimal measured grain diameter (1 μm). The 

agreement between Equation (3.1-12) and both truncated and full-range experimental data is 

considered as satisfactory. Also, the results presented confirm that the change of dg,min impacts 

mostly the tail of the analytical function. The obtained family of curves creates reasonably 

narrow confidential zone around experimental points, verifying that way the proposed 

analytical model.  
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Application of the model without using X-ray CT 

Alternatively, this model can be also applied when the scanned soil images are not available. 

In such case, the model proposed can be used only to interpret the measured GSD curve, and 

not to predict it. Values of       
    and dg,min are determined as described, while α and C1 are 

manually adjusted for a given range of scales (L / dg,min) so that the best possible agreement 

between Equation (3.1-13) and measured points is obtained. Besides the GW substrate, this 

procedure has been tested on Ariana silty clay loam (ASCL) and Yolo clay loam (YCL) taken 

from Bird et al. (2000). 

 

 
Figure 3.1-8. Comparison between the experimental GSD data (GW substrate – squares; 

ASCL – circles; YCL - diamonds) and Equation (3.1-13) (solid lines) and Equation (3.1-14) 

(dashed lines). The adjusted values of C1 and α (Equation 3.1-13) and Df,PSF (Equation 3.1-

14) are presented in Table 3.1-2 

 

In case of the GW substrate (squares in Figure 3.1-8), L = 60 mm,       
         and dg,min = 

1 μm are kept identical as in the previous section, while C1 = 2.25x10
-2 and α = 1.6 are 

manually adjusted. The optimal values of UM parameters are rather close to those determined 

through the application of TM technique on Horizontal plane 4 (see Table 3.1-1). This 

confirms the physical basis of the proposed approach, having on mind that the analytical 

curve related to plane 4 provides the best (among the eight planes investigated) agreement 

with measured data. 

In case of the ASCL (circles in Figure 3.1-8) and YCL (diamonds in Figure 3.1-8) there are 

much more uncertainties due to the not so detailed information about these materials. Since 
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only the average grain densities (ρs) are provided,       
    is calculated as 

  

     
 

    

     
      

in case of ASCL, and as 
     

          
 

 

       
      in case of YCL, where    

     

   
 and φ 

is the total porosity [-]. Furthermore, values of dg,min are approximately estimated from the 

measurements presented in Figure 3.1-8 (see Table 3.1-2), while L is estimated based on the 

total volume of the material used for the experimental determination of the GSD. By 

assuming that the standard empirical equation was used for estimating the total mass of the 

material Mtotal = 300dg,max [g] (dg,max is expressed in [mm]), its volume can be estimated as L
3
 

= Mtotal / ρbulk, and finally L = (Mtotal / ρbulk)
1/3

. Based on the adopted value of dg,max = 1 mm 

for both ASCL and YCL, value of L is computed as 59.70 cm and 60.72 cm, respectively, 

while the optimal values of α and C1 are presented in Table 3.1-2. 

 

Table 3.1-2. Basic physical parameters related to the GW substrate, ASCL and YCL, together 

with the manually adjusted values of UM parameters (THIS WORK) and fractal coefficient 

(PSF MODEL) 

Soil type 
dg,min 

[mm] 

dg,max 

[mm] 

L 

[mm] 
ρbulk 

[g/cm
3
] 

ρs,min 

[g/cm
3
] 

α C1 Df,PSF 

GW substrate 1E-3 18 60.00 1.42 2.20* 1.60 2.25E-2 2.57 

ASCL 1E-4 1 59.70 1.41 2.61 0.98 2.76E-2 2.76 

YCL 1E-5 1 60.72 1.34 2.37 1.02 2.26E-2 2.83 
*Value 2.20 g/cm

3 
is the minimal grain density of GW substrate measured by means of the standard pycnometer 

procedure, while the average one is 2.35 g/cm
3
. In case of the ASCL and YCL, there is no information about the 

ρs,min, but only ρs which is used instead 

 

The PSF approach, a three-phase fractal-based GSD model firstly introduced by Perrier et al. 

(1999), is also used for interpreting the three experimental GSD curves. According to this 

model, the GSD can be described using the following expression (Bird et al., 2000): 

 (    )  (
  

      
)
        

                (3.1-14) 

where Df,PSF is the fractal coefficient [-] whose optimal value can be determined from the 

slope of the best fitting linear regression in logarithmic scale that goes through the 

experimental GSD data and reaches 100 % at dg,max. In Table 3.1-2 are presented the optimal 

values of Df,PSF for all three investigated materials, while the values of dg,max are those used for 

estimating Mtotal in case of ASCL and YCL (dg,max = 18 mm is adopted for the GW substrate). 

 

Compared to Equation (3.1-14) which considers the fixed fractal dimension Df,PSF, Equation 

(3.1-13) takes into account the fractal dimension that changes with dg (the co-dimension 

function). Therefore, for the multifractal-based approach it is quite important to know the 

quantity of the material investigated, defined through L, in order to estimate properly the total 

range of scales (L / dg,min). Even though the PSF model (Equation 3.1-14) is more convenient 

for practical application, since it requires only two parameters that can be determined quite 

easily, the model proposed in this work (Equation 3.1-13) shows better agreement with 
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experimental data for all three materials investigated (see Figure 3.1-8). If having more 

detailed information about ASCL and YCL, Equation (3.1-13) could fit even better. 

3.1.1. Conclusion  

This work shows that the proposed multifractal-based analytical model can be used for 

predicting the GSD of a certain material based on its scanned micro-structure which 

represents a density indicator field. By reducing the resolution of the scanned image, density 

indicator values above the fixed threshold are treated at each resolution as a cumulative 

representation of solid particles of diameter equal to or larger than the corresponding pixel 

size. The quantity of values above the threshold at different resolutions can be described by 

means of Universal Multifractals (UM), leading to the new multifractal-based GSD model. 

The model uses four parameters, where two of them are related to physical properties of the 

material (the minimal grain diameter and the ratio between the minimal grain density and dry 

bulk density), while the remaining ones (UM parameters) characterize the spatial 

heterogeneity of the soil density field.  

An innovative approach proposed in this work was firstly tested on an unconventional 

volcanic granular material used for covering green roofs. Based on the Trace Moment 

analysis of its two-dimensional scanned soil images (density indicator field), UM parameter 

(C1 and α) values were determined and a family of analytical GSD curves was obtained, 

showing a good agreement with dry sieving / sedimentation test data. In order to save 

computational time and memory, the analysis was performed on eight two-dimensional 

horizontal slices extracted from the full three-dimensional image, which is legit if the 

statistical isotropy within the specimen is secured.  

Alternatively, if the scanned soil image(s) is not available the proposed model can be used for 

interpreting, instead of predicting, the GSD data. This was tested on two materials taken from 

literature (Ariana silty clay loam and Yolo clay loam), where C1 and α values were manually 

adjusted to secure the best possible agreement between the model and experimental data. 

Even though the model applied in this form is less reliable compared to the analysis of 

scanned soil images, results confirm that values of UM parameters can be correlated with the 

gradation of granular materials. Lower C1 and higher α describe materials with wide range of 

grain sizes (well-graded materials such as the Green Wave substrate), while lower α and 

higher C1 are related to the steeper GSD curve in its central part and stronger curvature close 

to the break onto the finer particles (two other soils). Also, values of C1 are proved to be the 

same order of magnitude for different soils (10
-2

) due to the fact that density of an individual 

grain cannot be significantly larger than the dry bulk density, regardless of the soil type.  

Finally, compared to the fractal-based PSF model that requires only two parameters, the 

proposed multifractal-based model requires four. However, the proposed model uses different 

fractal dimensions for different grain sizes, providing better match with experimental data 

than the PSF model. 
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3.2. A new (multi)fractal approach to account for capillary 

and adsorption phenomenon in the water retention and 

transfer properties of unsaturated soils 

(Under revision in Water Resources Research) 

 

3.2.1. Introduction 

The most widely used water retention curves (WRC) (e.g. Brooks & Corey (1964), van 

Genuchten (1980), Fredlund & Xing (1994) or Kosugi (1996)) are semi-empirical relations 

fitted from experimental data. As recalled in Rahardjo and Leung (1997), hydraulic 

conductivity functions have been derived from WRCs through statistical models (Hoffmann-

Riem et al. 1999), among which Burdine (1953)‘s and Mualem (1976)‘s are the most widely-

used. These models consider unsaturated soils as a bunch of parallel capillary tubes of various 

diameters, with water saturation governed by Young-Laplace‘s capillary law that 

distinguishes, at a given suction, smaller saturated tubes from larger unsaturated ones. Water 

flux through the saturated tubes is controlled by the Hagen-Poiseuille law. This empirical 

approach of WRCs has been completed by more physically-based models based on the fractal 

theory (Ghanbarian-Alavijeh et al., 2011) and accounting for capillary effects within the pores 

of the partially saturated specimens (e.g. Bird et al., 2000; Russell & Buzzi, 2012, etc). The 

Pore-Solid-Fractal (PSF) model (Bird et al., 2000) is closely related to the grain size 

distribution (GSD) that is assumed to follow the same fractal law as the pore size distribution 

(PSD) (Perrier et al., 1999). Russell & Buzzi (2012) proposed a model based on two different 

fractal dimensions for pores and grains, respectively, that also accounts for the hysteresis of 

the WRCs. Hydraulic conductivity models have also been completed based on the fractal 

theory. Xu (2004) developed a hydraulic conductivity function based on the PSF approach, 

while Yang et al. (2014) extended a fractal-based hydraulic conductivity model to the 

hydraulic hysteresis of the WRC.  

Capillary models assume water to be immobile at water contents lower than the residual one, 

which is not in agreement with some studies (Li & Wardlaw, 1986; Lenormand, 1990; Wang 

et al., 2013) that showed that the movement of the thin liquid films of water adsorbed along 

the clay particles cannot be neglected in clayey soils. The different mechanisms affecting the 

soil-water interaction in clayey soils can be found in Lu & Zhang (2019) and Zhang & Lu 

(2019, 2020). Campbell & Shiozawa (1992) proposed a water retention function for the 

adsorbed water, that decreases linearly towards zero in a semi-log scale. Various hydraulic 

conductivity functions for the film flow were proposed by Tuller & Or (2001) and Tokunaga 

(2009), and various models accounting for both capillary and adsorbed phenomena along the 

whole range of suction between saturated and dry states have been developed. Peters (2013) 

used the water retention models of both van Genuchten (1980) and Kosugi (1996), in 

combination with Mualem‘s model for the capillary-dominated suction zone, completed by 

using Campbell & Shiozawa (1992) and Tokunaga (2009)‘s functions in the high suction 

zone, where film-dominated flow occurs. To cope with mathematical discontinuity at the air-
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entry suction met in Campbell & Shiozawa (1992)‘s function, Iden & Durner (2014) 

proposed, in the so-called PID (Peter-Iden-Durner) model, a continuously differentiable 

function. This approach was upgraded by Rudiyanto et al. (2015) to account for hysteresis, 

while a mathematically continuous model based on Fredlund & Xing (1994)‘s function has 

been recently proposed by Wang et al. (2016).  

All these models have shown rather good agreement with published data for a variety of soils 

along the full-range of suction. However, optimization tools are necessary to properly model 

experimental data, mostly because of the poor physical basis of the water retention functions 

in the capillary range. The existing fractal-based capillary models can be used as an 

alternative, but they suppose a fractal GSD, which is not in agreement with the work 

presented in Chapter 3.1 showing its multifractal nature. 

In this work, we are going back from a multifractal to a simplified fractal-based approach in 

order to obtain a capillary model for soil hydraulic properties (WRC and HCF) which is more 

convenient for practical application. Compared to the existing fractal capillary models whose 

fractal dimension is related to the pore size distribution, the model proposed here uses fractal 

dimension related to grains, preserving that way the link between the soil hydraulic properties 

and the multifractal-based GSD function presented in Chapter 3.1. Finally, the capillary 

model developed here is combined with the PID model to account for retention and transfer 

properties of both sandy and clayey soils along the whole suction range. The performance of 

this model is tested by considering published data of 10 different soils.   

3.2.2. Methodology 

Pore Size Distribution – Reduction from a multifractal to a fractal-based approach  

In Chapter 3.1 is explained in details how are the raw grey-level data, obtained by means of 

X-ray CT scanner, transformed into the density indicator        values (see Equation 3.1-6 

in Chapter 3.1), where        corresponds to pores full of air. It was shown that the 

representation of ρ
ind

(λ) ≥       
    values changes with the image resolution λ following the 

multifractal law, which was used to develop the multifractal-based GSD function. However, 

in this work a simpler fractal law is used for describing the link between the representation of 

ρ
ind

(λ) > 0 values and λ, which is further used to analytically interpret distribution of pores 

(ρ
ind

(λ) = 0 values). Such a reduction from a multifractal to a fractal-based approach is applied 

due to more convenient practical application, having on mind the main idea of this work, to 

develop a simple and robust hydraulic properties model.  

The fractal-based approach is explained on the example of two-dimensional grey-scale image 

(Horiz. plane 4 from Figure 3.1-1) that has been previously modified in order to increase the 

number of ρ
ind

 = 0 values, which was originally negligible. To do so, the value of parameter 

GL0 in Equation 3.1-6 (Chapter 3.1) has been increased compared to the original value used in 

Chapter 3.1. Please note that such a modification was done only for illustration purposes, and 

has no impact on the results presented later in the text. 
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As explained in Chapter 3.1, starting from the initial resolution n, one applies the standard 

up-scaling procedure on a ρ
ind

(λ) field by reducing  stepwise. By averaging groups of four 

neighbor pixels distributed in square,  decreases by a factor 4 = 2, while the pixel size 

increases by the same factor. The procedure is repeated until min, the lowest  containing 

black pixels, is reached.  

 

 

Figure 3.2-1. Procedure for determination of the fractal dimension of white pixels (ρind
 = 

const. > 0). Resolution λ of the binary image decreases starting from (A) to (F) by factor 2. 

Axis of each image indicates the number of pixels in two orthogonal directions that 

correspond to λ  

 

If at each , all ρ
ind

(λ) > 0 values are set to a constant positive value (white) while keeping all 

ρ
ind

(λ) = 0 (black areas), the grey-level image (Horiz. plane 4 from Figure 3.1-1) is 

transformed into the binary black-white image of Figure 3.2-1. This Figure shows that as λ 

decreases from n = 1024 to min = 32, the pores (black areas) smaller than the actual pixel 

size L1(λ) vanish, while those equal to or larger remain. Thus, solely the largest pores are 

recognized at the minimal resolution min (min = 32 in Figure 3.2-1), providing the link 

between the actual pore diameter dp and L1(λ) (dp = L1(λ)), that is further used in the 

development of the fractal-based PSD model. 
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Figure 3.2-2. Empty and filled dots illustrate the representations of white and black pixels 

that are counted at different λ of Figure 3.2-1; Solid and dashed lines illustrate the change of 

white and black pixels, respectively, according to the fractal-based approach presented 

 

By counting separately the white (Nwhite(λ)) and black (Nblack(λ)) pixels at each value of , 

their representations are calculated with respect to the total number of pixels at that resolution 

(λ
2
) as indicated in Figure 3.2-1 (          

         

  ,           
         

   and           

           ). In Figure 3.2-2, the counted  values of Pwhite(λ) (empty dots) and Pblack(λ) 

(filled dots) are plotted against λ in log-log scale, showing a fractal behavior of white pixels 

that follow a linear regression for λ ≥ λmin  = 32. Therefore, a power (fractal) law can be used 

over this range to express Pwhite(λ): 

          (
 

    
)
     

                  (3.2-1) 

where cmin = (E - Df) is the exponent, corresponding to the slope of the solid line. Note that Df 

is the fractal dimension [-] of white pixels, while E is the Euclidian dimension (E = 2 for two-

dimensional image as in Figure 3.2-1, and E = 3 for a three-dimensional space). Black pixels 

(Pblack(λ) = Ppores(λ)) are complementary to white ones (Pwhite(λ)), resulting in the following 

expression: 

            (
 

    
)
     

                 (3.2-2) 
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Given that L1(λ) = dp, the ratio 
 

    
 

    

        
 is equal to 

      

  
, where dp,max is the maximal 

pore diameter [L] related to     . Thus, Equation (3.2-2) describes the representation of pores 

with diameter equal to or larger than dp. 

Similarly as in Chapter 3.1, the representation function (Equation 3.2-2) needs to be 

renormalized with respect to the initial representation of pores met at n (Ppores(λn)) in order to 

obtain a cumulative distribution function describing the probability of exceeding dp = L1(λ). 

Therefore,  (    )  
         

          
, while  (    )    

         

          
. At sufficiently high n, 

it can be assumed that Ppores(λn) is equal to the experimentally determined porosity φ. Hence, 

the pore size distribution expressing the cumulative distribution of pores smaller than dp can 

finally be written as follows:   

 (    )    
  (

      

  
)
     

 
                (3.2-3) 

Since            , where        is the minimal pore diameter [L], representation of pores 

at λn can be expressed by means of Equation (3.2-2) as              (
      

      
)
     

  . 

Therefore, porosity can be calculated as     (            ⁄ )
     

. Note that cmin is the 

fixed minimal value of the co-dimension function used for describing the GSD, which is 

related to the minimal grain diameter dg,min (cmin is equal to the value of the exponent below 

the division sign in Equation 3.1-13 - Chapter 3.1). This provides the link between the PSD 

and the GSD. Since the PSD is based on the representation of pore volumes (E = 3), cmin = 3 - 

Df. Note that Df  = 3 (or cmin = 0) describes the case when grain pixels are ubiquitous at λn, 

leading to zero porosity (   ). 

In the case of well-graded materials, smaller grains fill the voids between larger ones, creating 

pores of different sizes. This causes the black areas in the black-white soil image to resist 

longer to the up-scaling procedure, securing less steep linear regression of white pixels (see 

Figure 3.2-2), and hence lower cmin (higher Df). On the contrary, grains of uniform size create 

narrow spectrum of pore sizes that vanish rather rapidly once the up-scaling procedure is 

started. This results in a steeper slope of the linear regression, and hence higher cmin (lower 

Df). Finally, it can be concluded that a lower Df is related to poorly graded materials like clean 

sands with a narrow range of grain sizes, while higher Df (closer to E) is related to well-

graded materials.  

Water retention 

When accounting for the water content change along the drying path of the water retention 

curve from saturation to oven-dryness, both capillary and adsorptive water need to be 

considered. In this case, the total water content θ
tot

(hk) can be written, as proposed by Iden & 

Durner (2014): 

                  
            

                     (3.2-4) 
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where Se
cap

(hk) and Se
ads

(hk) are the relative saturations [0 - 1] of capillary and adsorptive 

water, respectively, θs and θr are the saturated and residual water contents [-], respectively, 

and hk is the suction expressed in terms of water height (pressure head) [L]. Equation (3.2-4) 

indicates that capillary water is dominant at lower hk (θs < θ < θr), while for significantly 

higher hk values (θ < θr), mainly the adsorptive water remains.  

To date, semi-empirical water retention functions (Brooks & Corey (1964), van Genuchten 

(1980), Fredlund & Xing (1994), Kosugi (1996), etc.) are most often used to account for 

water retention effects in the capillary range, with no consideration of the residual adsorbed 

water at high suction. In this study, a new physically-based function based on Equation (3.2-

3) and the Young-Laplace law is proposed in the capillary range. Following Young-Laplace‘s 

law, once suction hk is imposed to an initially saturated porous medium, all pores with 

diameters smaller than dp = C / hk cm (C ≈ 0.28 expresses Young-Laplace‘s law and is a 

function of water/solid interaction properties) are emptied. Thus, Se
cap

(hk) can be simply 

obtained from Equation (3.2-3): 

  
        

           

     
 {

                                                     

  
  (

  
    

)
    

     
                 

            (3.2-5) 

where hk,a is the air entry value suction [L], a maximal hk corresponding to full saturation. 

The suction hk,r corresponding to the extraction of all capillary water and to θ = θr is obtained 

by writing   
   (    )   , giving           [         ]

 

    .  

Thus, both Se
cap

 and Se
ads

 condition the value of θ
tot

 for hk,a ≤ hk < hk,r, while only Se
ads

 remains 

for hk ≥ hk,r (see Equation 3.2-4). Note that Equation (3.2-5) does not account for the total 

porosity  , but for its part (s - r) full of capillary water. This implies that Equation (3.2-5) is 

not differentiable for hk = hk,a and hk = hk,r, unlike standard water retention functions. But it 

provides a better insight into the impact of the pore size distribution on the retention 

properties, as pointed out in the Results Section, later on. 

Based on the fact that adsorptive water linearly decreases towards zero in semi log scale 

(Campbell & Shiozawa, 1992), Peters (2013) proposed an equation describing Se
ads

, that has 

been later replaced with a smoothed piecewise linear function proposed by Iden & Durner, 

(2014), as follows:  

  
        

        

  
   (     (

    

  
))

  

,     (
  

    
)     *   

     (
    
  

)  ⁄
+-     (3.2-6) 

where b is a smoothing parameter that impacts   
        near hk = hk,a (see Iden & Durner, 

2014 for more details), and h0 is the suction [L] value (about 10
7
 cm) related to totally dry 

conditions θ
tot

 (h0) = 0. In this work, h0 = 6.3x10
6
 cm has been adopted as suggested by Peters 

(2013). The higher the value of b, the smoother the   
        function, with a limitation that b 

should take a value between 0.1 and 0.3, as proposed by Iden & Durner (2014) based on a 

sensitivity analysis. They also proposed empirical expressions for determining b as function 
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of the parameters of van Genuchten, (1980) or Kosugi (1996)‘s equations. Since Equation 

(3.2-5) is not differentiable for hk = hk,a, Equation (3.2-4) cannot be mathematically 

continuous regardless of b value. However, Equation (3.2-6), with a maximum value of b = 

0.3, has been finally adopted to smooth θ
tot

 as much as possible in the zone around hk = hk,a, 

allowing better interpretation of measured data. Note that Equation (3.2-4) can be reduced to 

solely capillary model (θ
tot

 = θ
cap

) if water is considered to be immobile for θ < θr (θ
ads

 = θr 

for every hk). 

Hydraulic conductivity  

According to Peters (2013), the hydraulic conductivity K
tot

 along the whole suction range can 

be presented as the sum of two components K
cap

 and K
film

, if isothermal vapor conductivity is 

neglected: 

                  
     

      
      

                   (3.2-7) 

where Ks
cap

 and Ks
film

 are the saturated hydraulic conductivities [L/T] for capillary and 

adsorptive (film) water, respectively, while Kr
cap

 and Kr
film

 are the corresponding relative 

hydraulic conductivity functions [-], respectively. Note that K
film

 is several orders of 

magnitude lower than K
cap

, and thus has a negligible influence on K
tot

 for θ > θr. If the film 

flow is ignored (K
film

 = 0), Equation (3.2-7) is reduced to a capillary hydraulic conductivity 

function. 

As previously explained, the bulk hydraulic conductivity can be calculated by integrating the 

contributions of water fluxes through the saturated capillary tubes of different sizes that 

correspond to the actual water content or saturation degree. Based on the assumption that the 

water movement through straight capillary tubes follows Hagen-Poiseuille‘s law, and that 

exponent l can account for the tortuosity effect, a general analytical form of the relative 

hydraulic conductivity of capillary water has been given by Hoffmann-Riem et al. (1999): 

  
      

     (  
   )

 
(
∫   

     
     

   

 

∫   
     

    
 

)

 

                (3.2-8) 

where parameters l, k and β vary for different models. The commonly used Mualem (1976) 

model can be obtained for k = 1 and β = 2, while l remains a fitting parameter, as proposed by 

many authors (Yates et al., 1991; Schaap & Leij, 1999; Neto et al., 2011; Peters et al., 2011, 

among others). In this case, it is more convenient to integrate Equation (3.2-8) with respect to 

hk, which can be done by introducing the derivative of Equation (3.2-5) (   
    

    

           
(

  

    
)
    

   ) and by changing the boundaries of the integration with respect to 

the boundaries in Equation (3.2-5):  
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(
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                              (3.2-9) 

Finally,   
        can be re-written as follows: 
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       (3.2-10) 

where the values of the expression in the second brackets is included between 0 and 1, null for 

hk = hk,r and equal to 1 for hk = hk,a. 

Tokunaga (2009) showed that the hydraulic conductivity of the film decreases almost linearly 

with increasing suction in log-log scale, with a slope a = -1.5. Based on that, Peters (2013) 

proposed a simple function describing the film flow: 

  
       

     (
  

    
)
         

    

              (3.2-11) 

Besides Peters (2013), Zhang (2011) also proposed an analytical function that depends on 

many physical constants and hence brings additional uncertainties into the calculation. This is 

why this function was not adopted in this work. Note that parameter a can deviate from -1.5 

(Equation 3.2-11) since this value was derived from the case of smooth spherical grains. 

Some authors, such as Rudiyanto et al. (2015) included parameter a into the optimization 

process. In this work, a = -1.5 was adopted, as in Peters (2013) and Wang et al. (2016).  

3.2.3. Results 

The proposed model was validated with literature data for 10 different soils, presented in 

Table 3.2-1, that also provides for each soil the values of the 5 physically-based model 

parameters (r, hk,a, Df, Ks
film

 and l), together with  the squared correlation coefficient (R
2
) 

used to rate the agreement between model and measurements. Among them, the Green wave 

coarse granular material (Stanić et al., 2019a) has a particular status. Indeed, it does not 

present any significant adsorption effect, but it is the only material for which the complete set 

of parameters needed is available, including the grain size distribution curve that has not been 

provided for the other soils. 
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Table 3.2-1. Measured (θs, Ks
cap

)
 
and determined / adjusted values (highlighted in grey) of the 

model parameters 

Soil Reference θs [-] 
Ks

cap
 

[cm/day] 
Df  [-] 

hk,a 

[cm] 
θr [-] 

Ks
film

 

[cm/day] 
l [-] 

R
2 

WRC 

R
2 

HCF 

Shonai 

sand 

Mehta et 

al. 19941 
0.431 941.76 2.680 120.00 0.064 1.50E-02 1.10 0.98 0.80 

Rehovot 

sand 

Mualem 

1976b1 
0.400 1100.00 2.725 120.00 0.021 4.50E-03 0.30 0.99 0.99 

Gilat 

loam 

Mualem 

1976b1 
0.440 17.28 2.790 330.00 0.168 4.50E-02 1.00 0.99 0.97 

Pachappa 

loam 

Jackson et 

al., 19651 
0.460 17.28 2.860 500.00 0.138 8.00E-02 1.20 0.99 0.98 

Pachappa 

fine sandy 

clay 

Mualem 

1976b1 
0.330 12.10 2.873 500.00 0.111 2.00E-02 0.20 0.99 0.98 

Adelanto 

loam 

Jackson et 

al., 19651 
0.430 3.89 2.905 1500.00 0.261 2.50E-02 0.30 0.99 1.00 

Sandy 

loam 

Pachepsky 

et al., 

19841 

0.425 7.78 2.930 180.00 0.091 8.00E-02 -0.50 0.99 0.96 

GW 

substrate 

Stanic et 

al., 2019b 
0.395 70.07 2.950 9.00 0.045 1.00E-01 -1.35 0.99 1.00 

Okcheon 

2 

Oh et al., 

2015
2
 

0.435 20.56 2.960 450.00 0.200 1.00E-01 -1.35 0.99 0.99 

Seochang 
Oh et al., 

2015
2
 

0.379 7.89 2.965 180.00 0.050 1.20E-01 -1.30 0.96 0.99 

1
 taken from Rudiyanto et al. (2015) 

2
 taken from Oh et al. (2015), where s is calculated based on the void ratio e [-] as      

 

   
 

 

Figure 3.2-3 shows, for the Green Wave substrate the water retention (top graph) and the 

hydraulic conductivity function (bottom graph). 
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Figure 3.2-3. Comparison between the proposed model and the water retention (top graph) 

and hydraulic conductivity (bottom graph) experimental data taken from Stanić et al. (2019b) 

 

The other soils, for which only the hydraulic properties data were available, are divided into 

two groups. Figure 3.2-4 compares, for 6 soils, the modeled water retention and hydraulic 

conductivity function with experimental data. The same is presented in Figure 3.2-5 for 3 

soils where the measured hydraulic conductivity was related to changes in water content.  

In Figure 3.2-3 to 3.2-5, computed θ
tot

 values (solid line - Equation 3.2-4) are compared with 

measured water retention data (filled dots). On the same Figures, calculated values of θ
cap 

(dashed line – Equation 3.2-5) and θ
ads

 (dash-dot line – Equation 3.2-6) are also presented. 

Similarly, computed K
tot

 values (solid line - Equation 3.2-7) are compared with measured 

hydraulic conductivity data (filled dots), together with the individual contributions of K
cap

 

(dashed line) and K
film

 (dash-dot line) calculated by using Equations (3.2-10) and (3.2-11), 

respectively. 
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Figure 3.2-4. Comparison between the proposed model and 6 data sets from the literature. 

Top graphs present water retention data, bottom graphs hydraulic conductivity functions, all 

with respect to suction changes  
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Figure 3.2-5. Comparison between the proposed model and 3 additional data sets from the 

literature. Left-side graphs deal with water retention data, whereas right-side graphs deal 

with hydraulic conductivity functions with respect to changes in water content 

 

3.2.4. Discussion  

Figure 3.2-3 to 3.2-5 show that, unsurprisingly, K
film

 has a negligible effect on K
tot

 in the 

lower range of suctions (hk < hk,r), since Ks
film

 is several orders of magnitude lower than Ks
cap

. 
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For hk ≥ hk,r, θ
cap

 becomes constant and equal to θr, resulting in having  θ
tot

 only controlled by 

θ
ads

, with no effect of K
cap

 on K
tot

 (K
tot

 = K
film

).  

The data of the Green Wave substrate (Figure 3.2-3) show the relation between the material 

GSD and its hydraulic properties in unsaturated state. Based on the best fitting parameters of 

the GSD model presented in Chapter 3.1 (L = 60 mm, dg,min ≈ 1 μm,       
        , C1 = 2.25 x 

10
-2 

and α = 1.6),       (
 

      
)     .

  (      
   )

   (       ⁄ )

   
 

   
 

 
/

  

can be computed (value of the 

exponent below the division sign in Equation 3.1-13 in Chapter 3.1), hence providing the 

value of Df = 3 - cmin = 2.950. The Df value is further used in Equations (3.2-5) and (3.2-10) 

for comparison with the water retention and transfer properties in Figure 3.2-3. The 

possibility to determine Df from GSD data confirms the relevance of our physically based 

model. Note that the Green Wave experimental data are related solely to small suctions (hk < 

5 m), which it is not enough to estimate the rest of parameter values. Hence, in this case four 

parameters (hk,a, hk,r (or θr), Ks
film

 and l) are manually adjusted to provide the best agreement  

between the model and the experimental points.  

For the other soils, the GSD curves were not available, and hence Df was manually adjusted 

based on water retention data. By means of these detailed experimental data that cover full 

range of matric suctions, it was possible to determine most of the remaining parameter values 

without using any optimization tools. The value of hk,a can be easily estimated from water 

retention data, since the water content for hk < hk,a remains almost constant, while for hk > hk,a 

it starts to decrease more significantly depending on the value of Df  (see Equation 3.2-5). 

Also, the value of r can be computed from Equation (3.2-5) by estimating the residual hk,r, 

after which water content starts to decrease less significantly (Se
cap

(hk,r) = 0): 

        (
    

    
)
    

               (3.2-12) 

Finally, Ks
film

 and l were adjusted based on the agreement between Equation (3.2-7) and the 

experimental hydraulic conductivity data. Parameter l affects the regression of K
cap

 together 

with Df, in such a way that smaller l (including negative values), ensure less significant 

decrease of K
cap

 with suction increase, and vice versa. Also, the value of Ks
film

 only moves the 

K
film

 curve upwards or downwards, without affecting its regression
 
(Equation 3.2-11). The 

values of l and Ks
film

 cannot be predefined or determined based on the water retention curve, 

which means that the hydraulic conductivity function cannot be reliably predicted without 

measurements, as already observed for any analytical hydraulic conductivity function. 

Unsurprisingly, the water retention curves appear to be steeper in the case of sands (Figure 

3.2-4A and Figure 3.2-5A), which corresponds to lower Df values and indicates that the sands 

tested are poorly graded, with a narrow range of pore sizes. This results in having the most 

significant change in water content and hydraulic conductivity over the smallest ratio of 

suctions (hk,r / hk,a). A lower ratio (hk,r / hk,a) in combination to a lower Df value results in a 

lower r (see Equation 13). This is characteristic of sands with a small percentage of fine 

particles and no adsorption properties, as confirmed by the results of Figure 3.2-4A and 
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Figure 3.2-5A, where θ
tot

 is almost equal to θ
cap

 for hk < hk,r. In this case, it is possible to 

totally separate capillary and adsorptive mechanisms, without affecting the parameter values. 

Thus, θ
tot

 = θ
cap

 for hk < hk,r and θ
tot

 = θ
ads

 for hk  hk,r. Moreover, the difference between Ks
cap

 

and Ks
film

 is the most significant for these two soils (around 5 orders of magnitude).    

Compared to sands, higher values of Df are used to describe the hydraulic properties of loams 

and clay soils (Figure 3.2-4B, C, D and Figure 3.2-5B, C). Larger θr values evidence the 

influence of adsorptive water. In the cases of Sandy loam (Figure 3.2-4D) and Adelanto loam 

(Figure 3.2-5C), θ
cap

 clearly deviates from θ
tot

, even at lower suctions, which is directly 

related to the higher values of θr and Df. This means that a water retention function accounting 

solely for capillarity (θ
tot

 = θ
cap

) is not satisfactory. In this case, a smaller Df value is necessary 

to obtain good agreement between θ
cap

 and the water retention data. Furthermore, the 

difference between Ks
cap

 and Ks
film

 is about 2 orders of magnitude lower than in the case of 

sands, confirming the stronger impact of adsorption mechanism. As commented before, the 

highest values of Df are related to well graded granular materials with 5 to 15 % of fine 

particles (< 75 μm), presented in Figure 3.2-3 and Figure 3.2-4E, F. Again, significant 

deviation between θ
ads

 and θ
tot

 at low suctions is related to the combination of high Df and θr 

values, as it is the case of Okcheon 2 and Seochang soils (Figure 3.2-4E and F, respectively). 

Also, the Green Wave substrate, Okcheon 2 and Seochang soils show less significant decrease 

in hydraulic conductivity with respect to suction increase, which is described by negative l 

values (see Equation 3.2-10). The values of l have been adjusted by respecting the criterion 

that K
cap

 needs to be a decreasing and concave function (Peters et al., 2011). Note that no 

measurements at high suctions were available for these three materials, so parameters 

calibration was done based on the available data range.  

Most of the data presented here have already been compared with different published models 

(Peters (2013), Iden & Durner (2014), Rudiyanto et al. (2015), Wang et al. (2016)), with 

satisfactory agreements. However, usually more than 5 parameters, with some empirical ones, 

have to be considered in the optimization process. In our model, two out of five parameters 

(Df and θr) can be derived from soil properties. Thus, the determination of the 3 remaining 

parameters can be achieved manually in a rather simpler way, due to their strong physical 

basis. 

3.2.5. Conclusion 

The main objective of this work was to develop a simple and robust physically-based model 

of the water retention and transfer properties of unsaturated soils over the entire range of 

matric suctions, including both capillary and adsorption effects. This was done by introducing 

new capillary-based water retention and hydraulic conductivity functions based on a fractal 

approach, and by adopting the Peters-Iden-Durner (PID) model to account for adsorption 

effects. Compared to available models, these functions depend on a smaller number of 

physically-based parameters, ensuring simple computations of their values by manual 

adjustment.  

In Chapter 3.1 it has been shown that the grain size distribution of material with various grain 

densities can be described by using a continual set of fractal dimensions related to different 
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grain sizes. This multifractal approach has been reduced to the fractal-based one by using a 

fixed fractal dimension, related to the minimal grain diameter, for characterizing the pore size 

distribution. The water retention and hydraulic conductivity functions for capillary water were 

derived based on this pore size distribution through Young-Laplace‘s law and Mualem‘s 

model whereas adsorption effects were based on the PID model. Our model confirms that, in 

fine grained soils, both capillary and adsorptive water affect the hydraulic properties at water 

content higher than residual, whereas solely the effect of adsorptive water remains at smaller 

water content. 

The model is based on 5 physically-based parameters: the air-entry value hk,a, the residual 

water content θr, the fractal dimension of the grains Df, the saturated film hydraulic 

conductivity Ks
film

, and a parameter l accounting for the tortuosity and pore connectivity. The 

value of Df can be computed based on the grain size distribution, while hk,a and θr can be 

determined from water retention data. Finally, as in other models, solely Ks
film

 and l values 

need to be adjusted, based on hydraulic conductivity data.  

The model has been tested on published data sets of 10 different soils. The example of the 

Green Wave substrate confirms that good agreement with experimental data can be obtained 

when Df is determined based on the grain size distribution. For the 9 remaining soils, the grain 

size distribution was not available, so Df was adjusted based on water retention data. Smaller 

values of Df appeared to be related to materials with more uniform grain and pore size 

distribution, such as sands, while higher Df values were related to well-graded granular 

materials with non-negligible percentage of clay particles. Higher values of θr are also related 

to materials with significant amount of fine particles. In this case, the adsorptive water has a 

more significant impact, especially on the water retention properties. In terms of the hydraulic 

conductivity, particularly in the low suction range, the contribution of adsorptive water is 

always negligible comparing to capillary water, with lower values by two to five orders of 

magnitude. In the case of the well-graded granular materials with 5 to 15 % fines, the change 

in hydraulic conductivity with respect to suction is less significant, resulting in negative l 

values. It is thought that the strong physical basis of the model proposed here makes it 

convenient for water flow simulation through fine-grained soils along the full range of matric 

suctions.  
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4. In situ investigation carried out on 

Green Wave 
 

For analyzing performances of Green Wave at roof scale, it was necessary to install detailed 

monitoring system that covers three water balance components: rainfall intensity, change of 

water content, and drained discharge. These data are multifunctional, since they can be used 

for detailed investigation of green roofs from multiple aspects, going beyond the standard 

investigation of rainfall-runoff measurements.  

In Chapter 4.1 the emphasis is put on different techniques used for measuring three mentioned 

water balance components. For measuring rainfall rate, an optical disdrometer is used, while 

the wireless network of 32 TDR sensors is spread over a part of Green Wave for monitoring 

the change of water content at different locations along the roof inclination. Drained discharge 

is monitored by means of ultrasonic displacement sensors that are installed inside the sewer 

pipe and in the storage unit that collects water drained from one part of Green Wave. Based 

on the water level change inside the pipe it is possible to calculate flow using Manning’s 

equation, thanks to the reasonably uniform flow secured, while a more reliable method is the 

one based on the change of water level in the storage unit. For verifying the data collected, a 3 

months long continuous time series of monitored data are presented.  

In order to assess the behaviour of Green Wave beyond the standard investigation of the 

cumulative quantities of rainfall and drained discharge (rainfall-runoff coefficient), the 

temporal variabilities of the three measured water balance components are analysed in 

Chapter 4.2 by means of UM framework. This approach has been applied on the data 

monitored during three characteristic rainfall events, and results confirmed the ability of the 

substrate layer to provide mitigated fluctuations in the drainage network compared to those 

coming from the rainfall. Furthermore, this kind of analysis appeared as convenient for 

verifying the impact of roof inclination on the water movement in lateral direction, showing 

that the infiltration is dominantly vertical and that slope does not affect the outflow drained. 

However, it seems that the roof inclination impacts redistribution of the retained water in the 

downstream direction during dry periods, which is the reason why after the rainfall higher 

water contents can be observed at slope bottom.  
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4.1. Measurement of the water balance components of a large 

green roof in Greater Paris Area 

(Published in Earth System Science Data, DOI: 10.5194/essd-12-1025-2020) 

 

4.1.1. Introduction 

For a green roof, the water balance during a rainfall event can be reduced to 3 components 

(see Equation 4.1-1), as evapotranspiration can be neglected:  

WOUTIN                   (4.1-1) 

Where IN is the precipitation, OUT the discharge flowing out of the structure, and ΔW the 

variation of water stored in the substrate conducting both retention and detention properties. 

All quantities are expressed in [m
3
]. 

Many experimental set-up have been implemented to monitor, assess and understand the 

hydrological behavior of green roofs (see Berndtsson (2010) for a review). Most of them were 

conducted on small green roof modules or plots (Getter et al., 2007; Berretta et al., 2014; 

Locatelli et al., 2014; Li & Babcock, 2015; Poë et al., 2015; Stovin et al., 2015; Wong & Jim, 

2015; Zhang et al., 2015; do Nascimento et al., 2018) characterized by an area ranging 0.5 to 

3 m
2
. These modular structures make possible the modification of green roof configuration 

and study of the effects of substrate (depth and nature), vegetation type, slope, or climate 

conditions on their performances. Some of them were also monitored in controlled conditions 

(Ouldboukhitine et al., 2011; Poë et al., 2015) to assess the respective impacts of temperature, 

irrigation, and light on green roof behavior for instance.  

In addition, few studies were conducted at full-scale green roofs. Indeed, such large 

infrastructures are harder to monitor, as this operation was not generally planned during their 

construction. For instance, once built, electric connection is rarely compatible with the 

conservation of the roof sealing. To the knowledge of the authors, only the following works 

can be mentioned. 

Palla et al. (2009) studied an instrumented portion (170 m
2
) of a green roof in Genoa (Italy) 

under Mediterranean climate. This pilot site was equipped to monitor the different 

components of the water balance with: a meteorological station for rainfall, several Time 

Domain Reflectometry probes installed horizontally along a vertical profile for retention in 

the substrate, and a triangular weir and a tipping bucket devices to follow the outflowing 

discharge.   

Hakimdavar et al. (2016) used the data collected on three full-scale extensive green roofs in 

New York City (USA) to validate a modeling approach based on the Soil Water Apportioning 

Method (SWAM). Under a humid continental climate, these monitored drainage areas were 

comprised between 310 and 940 m
2
. The three main components of the water balance were 

measured: rainfall with a weather station, water content with soil moisture and water content 

reflectometer sensors, and discharge with a custom designed weir placed in the drain of the 
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green roof. 

Fassman-Beck et al. (2013) assessed several green roofs in Auckland (New Zeland) under 

sub-tropical climate. Their areas were comprised between 17 and 171 m
2
.  As the 

experimental setup was focused on rainfall-runoff relationship, only these components were 

measured:  rainfall with a tipping bucket rain gauge and discharge (deduced from water level) 

from a water pressure transducer and a custom-designed orifice restricted device. 

Cipolla et al. (2016) analyzed runoff from a 60 m
2
 extent green roof in Bologna (Italy) 

characterized by a humid temperate sub-continental climate.  Continuous weather data and 

runoff were especially monitored for modeling development. Runoff was estimated by using 

an in-pipe flow meters consisting of a runoff chamber with an outlet weir and an ultrasonic 

sensor (to detect water level). The site was also equipped with a weather station measuring 

several meteorological variables (rainfall, wind speed, wind direction, relative humidity, 

atmospheric temperature, etc.).  

Although these works were focused on the hydrological behavior of green roofs, few of them 

have actually monitored the 3 components of the water balance. Rainfall and discharge were 

generally considered as sufficient to assess their performances. Some additional studies can 

also be mentioned, but as they were focused on other topics (evapotranspiration processes 

Feng et al., 2018, or water quality Buffam et al., 2016), only one component on the water 

balance was assessed.  

The full-scale monitoring experiments mentioned above also suffer from two limitations. 

First, they are still dedicated to rather small green roof areas. As the hydrological performance 

of a green roof is influenced by the size of the plot (water detention depends on water routing 

in the structure for instance), larger infrastructure should be studied. Second, very few 

measurements are performed (usually only one!) to assess water content on the whole 

vegetated surface.  Indeed, green roof substrates –which are usually largely composed of 

mineral components – are very heterogeneous, causing variability in their infiltration and 

retention capacities. Therefore, large-scale monitoring set-ups able to capture this 

heterogeneity are required to better understand green roof hydrological behavior and to study 

the space-time variability of the involved processes.  

Based on these considerations, this paper aims to present and make available the water 

balance data collected on Green Wave in order to study its hydrological behavior and its 

ability to be used as stormwater management tool. The monitoring set-up has been 

particularly tailored to take into account the space-time variability of the water balance 

components.  

4.1.2. Materials and method 

The Blue Green Wave 

From a technical point of view, Green Wave is covered by two types of vegetation: green 

grass that represents the large majority of its area and a mix of perennial planting, grasses and 

bulbous (see Figure 4.1-1). They are based on a substrate layer of about 20 cm depth, a filter 
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layer made of synthetic fiber, and a drainage layer made of expanded polystyrene securing 

free drainage condition. The vertical profile of the structure is presented in Figure 4.1-2. The 

substrate is composed of volcanic soil completed by organic matter and is characterized by a 

total porosity of 40 % and a density of 1.42 g/cm
3
 (see Chapter 2.1 for a detailed description).  

 

 

Figure 4.1-1. The Blue Green Wave monitoring site of ENPC: (a) pictures, (b) vertical 

representation and flow path lengths, (c) aerial representation showing the monitored area, 

and (d) profile of the section where the water content sensors were implemented indicating 

the slopes 
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Figure 4.1-2. Vertical profile of the Green Wave structure 

 

From a hydrological point of view, Green Wave is connected to three storage units that collect 

rainwater coming from the roof (with pipes) but also from several impervious parts around the 

greened building. One of the storage units is preceded by a smaller unit dedicated to 

irrigation. The water is then routed to a large retention basin to collect excess volumes of 

water during a rainfall event before being routed to the rainwater network. This retention 

basin has been designed (and oversized) as it was considered that the green roof (representing 

50% of the total contributive area) was totally impervious without any retention capacity. 

Until now in France, there is no rule or guideline devoted to retention basin sizing and taking 

into account the retention properties of green areas. That is why the follow-up of such 

infrastructure is particularly important to develop new guidelines or legislations. For this 

purpose, the 3 components of the water balance have been monitored on Green Wave. The 

implemented set-up is described in the following. 

Devices 

Rainfall measurement 

Local rainfall is analysed with the help of an optical disdrometer Campbell Scientific
®
 

PWS100. This device is made of two receivers, which are not aligned with a transmitter 

generating four laser sheets. By analyzing the signals received from the light refracted by each 

drop passing through the 40 cm
2
 sampling area, their size and velocity are estimated. A rain 

rate can then be derived. Disdrometers are now considered as a reliable rainfall measurement 

instrument (Frasson et al., 2011; Gires et al., 2015; Thurai et al., 2011). The device is installed 

since September 2013 on the roof of the Ecole des Ponts ParisTech building (see Figure 

4.1-1). This disdrometer and its corresponding data have already been presented in details in a 
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previous data paper (Gires et al., 2018) that summarizes a measurement campaign that took 

place in January-February 2016. Here, the rainfall data provided by this disdrometer and 

characterized by a time step of 30 seconds is used.   

Water content measurement 

Estimation of soil moisture represents a difficult challenge, as it deals with a highly spatially 

and temporally variable process (Lakshmi et al., 2003), essentially due to soil type and depth. 

Hence, suitable systems are required to properly assess soil moisture. Nowadays a large 

number of sensors based on different methods are available for this purpose (Jackson et al., 

2008).  Among them, indirect methods based on electromagnetic (EM) principles have gained 

wide acceptance over the last decades. They have the advantage to deliver fast, in-situ, non-

destructive and reliable measurements with acceptable precision (Stacheder et al., 2009). 

Here Time Domain Reflectometry technique (TDR also known as capacitance) has been 

selected. It is an EM moisture measurement that determines an electrical property called 

electrical conductivity or dielectric constant (ka). It is based on the interaction of an EM field 

and the water by using capacitance/frequency domain technology (Stacheder et al., 2009). The 

TDR sensor measures the propagation time of an EM pulse, generated by a pulse generator 

and containing a broad range of different measurement frequencies. The electrical pulse is 

applied to the waveguides (traditionally a pair of parallel metallic rods) inserted in the soil. 

The incident EM travels across the length of the waveguides and then is reflected back when 

it reaches the end of the waveguides. The travel time required for the pulse to reach the end of 

the waveguides and come back depends on the dielectric constant of the soil.  

   (
      

     
)                  (4.1-2) 

where ka is the bulk soil dielectric permittivity [-], Lep the effective probe length [m] Δt is the 

two-way travel time along the probe (s), and cEM the velocity of EM wave in free space (cEM = 

2.298×10
8
 m/s). 

Based on ka it is possible to estimate a volumetric water content [-] of the soil. The usual 

relationship between the two is known as Topp‘s equation (Topp et al., 1980), adapted to a 

homogeneous conventional soil: 

                              
    

            
 
           (4.1-3) 

However, this expression is found inappropriate for applying on an unconventional volcanic 

material such as that placed on Green Wave. In order to calibrate TDR sensors specifically for 

the Green Wave substrate, the correlation between and ka has been experimentally 

determined in laboratory conditions. By controlling different water quantities in various 

cylindrical specimens of known dimensions, it is possible to calculate corresponding 

valueswhile values of ka are measured using a TDR sensor. The results obtained are 

presented in Figure 4.1-3, where experimentally determined (ka,values (circles in Figure 

4.1-3) are compared with Topp equation (Equation 4.1-3). Experimental results show 
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significant deviation from Equation (4.1-3), confirming that Topp equation is inappropriate 

for this kind of material. Since the relationship between ka and volumetric water content is of 

interest, it is clear that the compaction level of the soil, and hence the soil bulk density 

(porosity), strongly affects the correlation between the two. This has been confirmed by 

repeating the calibration procedure for two additional levels of compaction obtained by 

applying vibrations during 1 min (squares) and 2 min (triangles). Having on mind the results 

presented in Figure 4.1-3, and the fact that bulk densities at different locations in situ are 

unknown, it was concluded that transformation from ka into brings a lot of uncertainties, 

and thus the original ka data are further considered as an indicator of water content.   

 

 

Figure 4.1-3. Comparison between Topp Equation (black solid line) and experimentally 

determined correlations between ka and for the Green Wave substrate, for different levels 

of compaction obtained in laboratory conditions 

 

An ubiquitous wireless TDR sensors network has been implemented on the ENPC Blue Green 

Wave to measure both water content indicator and temperature. For this purpose 32 CWS665 

wireless TDR sensors (produced by Campbell Scientific
®
) were initially installed. The data 

were collected by 4 CWB100 wireless bases, able to store each the data of 8 sensors. Then the 

data was transferred to a data-logger CR6 from Campbell Scientific
®
. The initial selected time 

step was 1 minute. It appeared that this first configuration was responsible of many gaps in 

the time series due to interferences between the different TDR sensors and the bases. To avoid 

this problem, only 16 TDR sensors were used, all of them connected to the same CWB100 

base. For this same reason of possible interferences between the sensors, the time interval has 

been enlarged to 4 minutes. Indeed, it is recommended to let 15 seconds by sensor to ensure 

its connection to the base. The final network aimed to capture the space-time variability of 

water content in a heterogeneous soil as the Green Wave substrate. It was particularly adapted 

to assess the influence of the slope on infiltration and evapotranspiration processes. 
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Discharge measurement 

Direct discharge measures are difficult to obtain in drainage pipes. For this reason, indirect 

measures using water level measurements are usually carried out. Here, water level inside the 

pipes was measured by a UM18 ultrasonic sensor (SICK, 2018) produced by SICK
®
. This 

sensor has been especially developed to perform non-contact distance measurement or 

detection of objects. The sensor head emits an ultrasonic wave and receives the wave reflected 

back from the target. Ultrasonic sensors measure the distance to the target by measuring the 

time between the emission and reception. Implemented face to the water surface, it also 

measures the variation of the water level. The UM18 sensor is characterized by a nominal 

range of 250 mm, and an accuracy of 1% on this measurement range.  

One UM18 sensor has been implemented inside a pipe located in the garage in the building 

basement (see Figure 4.1-1). With a diameter of 300 mm, this pipe collects the water coming 

from a large part of Green Wave (approximately 1143 m
2
). A standard 4–20 mA current loop 

is used to monitor or control remotely these analogue sensors. The current is then transformed 

in voltage by a resistance of 100 . The resulting transmitted signal also ranges 400-2000 

mV. In order to translate the electric signal in water level values, the following relationship 

has been applied: 

   (     )  
   

    
                 (4.1-4) 

where H0 is the water level in [mm], U the measured voltage in [mV], 460 represents the 

offset, 250 the modified nominal range in [mm], 1600 the nominal range in [mV]. 

The water level is then transformed into discharge by means of Manning-Strickler equation 

(Equation 4.1-5). This formula is usually used to estimate the average velocity (and discharge) 

of water flowing in an open channel. It is commonly applied in sewer design containing 

circular pipes. 

              
      

                  (4.1-5)
 

where v is the average water velocity [m.s
-1

], κ the friction coefficient [m
1/3

s
-1

] adopted to 85 

for cast iron pipe, AW is the wet surface [m
2
], R the hydraulic radius [m], and Ip the inclination 

of the pipe [m/m].  R and AW are directly linked to the water level: 

  
  

   
                   (4.1-6) 

   
(     ( ))   

 
                  (4.1-7) 

          (
    

 
)                 (4.1-8) 

where δ is the central angle for partially water filled pipe [rad]. Note that Equation (4.1-5) is 

valid for uniform flow which is assumed to occur on the location where UM18 sensor is 

installed. Having on mind the sufficiently high value of Ip = 1 %, the location is chosen to be 
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far enough from any upstream obstacle (elbow curve in this case), but also to secure long 

enough and aligned downstream section that prevents from propagation of any disturbance in 

upstream direction. In order to check the reliability of assumptions made, discharge calculated 

by means of Equation (4.1-5) is compared with that calculated based on the measurements of 

water level and water velocity, for one rainfall event occurred between 8
th

 and 10
th

 of 

November 2016 (see Figure 4.1-4). In this case, the average water velocity has been measured 

with Doppler Flow Meter (Greyline DFM 5.1) that was temporary installed on the exterior 

bottom face of the pipe. Agreement between the two types of discharge data is reasonably 

good (see Figure 4.1-4), having on mind that the comparison is relevant mostly for peak 

values when water velocity measurements are reliable.  

  

 

Figure 4.1-4. Validation of the application of Manning-Strickler equation for estimating 

drained discharge based on the measurements of water level inside the drainage pipe 

 
 

 

Figure 4.1-5. Location of the water level sensors in the stormwater network 
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Two additional UM18 sensors have been implemented in the two consecutive storage units 

collecting the rainwater drained by a large contributive area of 3511 m
2
, and including the 

previous monitored area (Figure 4.1-5). The first storage unit is a rainwater tank 

(characterized by a floor area of 32.2 m
2
) devoted to irrigation. Filled most of the time, the 

excess water is routed by a pipe toward the second unit (floor area of 22.5 m
2
). A similar 

relationship to Equation 4.1-4 between the voltage measurement and the water level has been 

adjusted for both units:  

   (      )  
  

    
                   (4.1-9) 

Here U the measured voltage in [V], the nominal range is 20 cm and dh (equal to 1.06 cm) 

corresponds to an additional offset due to the elevation of the sensor. 

By studying both water level variations, a relationship between the water level measured in 

the first unit (H1) and the outflow routing to the second unit Q2 (and related to H2) has been 

established (see Figure 4.1-6). Finally, the total discharge reaching the first unit and 

collecting the downstream rainfall can be assessed by the following equation depending only 

on H1: 

      
   

  
     (  )  

   

  
                (4.1-10) 

where Q1 is the discharge reaching the first unit and Q2 the second respectively, A1 = 33.2 m
2
 

is floor area of the first unit.  

 

 

Figure 4.1-6. Relationship adjusted between the water level H1 and the downstream discharge 

Q2 
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Finally, discharge data was recorded with a time step of 30 seconds for the sensor 

implemented in the conduit, and 15 seconds for the one in the storage unit.  

Available output, data processing and period of study 

As already presented in details in Gires et al. (2018), precipitation data is collected in real 

time and stored through daily files. Here, these files for 30 s time step rain rate have been 

gathered with the help of a Python script to create a long time series covering the whole 

period of study. Each line contains the time step expressed as YYYY-MM-DD HH:MM:SS 

and the corresponding rainfall intensity (in mm/h) separated by a coma.  

Water content and water level data inside the pipe are collected and stored every night on the 

HM&Co server in two different files. For this purpose, the Loggernet software produced by 

Campbell Scientific
®
 has been used. It supports programming, communication, and data 

retrieval between data loggers and a PC. Concerning the water level file, each line 

corresponds to a time step for which the following information is recorded (in each line, these 

values are separated by a coma):  

- Exact definition of the time step expressed as YYYY-MM-DD HH:MM:SS 

- Item number 

- Voltage indicator to ensure the quality of the measurement (it should be close to 12 V) 

- Internal temperature of the datalogger box 

- Unused data coming from a non-operational sensor 

- Water level measured inside the pipe (U in Equation (4.1-4), expressed in mV)  

- Unused data coming from a non-operational sensor 

- Unused data coming from a non-operational sensor 

Similar format has been chosen for volumetric water content data (note that names of the 16 

VWC sensors are indicated in the header and also are reported on Figure 4.1-1):  

- Exact definition of the time step expressed in YYYY-MM-DD HH:MM:SS 

- Item number 

- Voltage indicator to ensure the quality of the measurement (it should be close to 12 V) 

- Internal temperature of the datalogger box 

- Volumetric water content (expressed as ka) for the 16 TDR sensors 

- STT_B3: Summary Transfer Time for basis, which is related to the total time required 

for collecting information from all the sensors that are collected to that base. 

Water level data inside the storage units have been collected by using the open-source 

Arduino Uno microcontroller board that works in the offline regime. Data are continuously 

stored on the 64 MB memory card implemented on the board, and copied manually to the 

HM&Co server once per week. Data contain the following information (in each line, these 

values are separated by a space): 
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- Item number 

- Voltage values for the first storage unit – U1 (in mV) 

- Voltage values for the second storage unit – U2 (in mV) 

- Exact definition of the time step expressed in YYYY-MM-DD HH:MM:SS 

By using Equation (4.1-9) U1 values are transformed into H1 as a part of post-processing. 

Note that U2 data have been used only for a short period of time after the implementation of 

UM18 sensors, until Q2 = f (H1) functionality has been obtained. After that they were no 

longer necessary. 

4.1.3. Data availability 

Conversely to rainfall and discharge, which are measured continuously at the same locations, 

water content sensors can be moved from a location to another on Green Wave. Moreover 

they were rarely conserved during the night for security reason. Nevertheless, during several 

months at the beginning of 2018, they were maintained on the same section of Green Wave 

(that showed in Figure 4.1-1). This time period corresponds to 78 days, from February 19
th

 to 

May 7
th

 2018. It has been selected to provide water balance components measurements to 

potential users. This data set is available for download from the following web page (Versini 

et al., 2019): https://doi.org/10.5281/zenodo.3467300  

Presentation of the available data set 

This data set presented in details in the next section contains the following files: 

- A rainfall file: 2018_0219-0507_Data_rainfall.dat 

- A water content file: 2018_0219-0507_VWC.dat 

- A water level inside the pipe file: 2018_0219-0507_Data_discharge.dat 

- A water level in the storage file: 2018_0219-0507_Data_Arduino.dat 

- A python script to select the data, transform the raw data in physical measurements 

and carry out some initial analysis. 

In details, the python script is structured as follow:  

- Time period selection: this part could be changed to select a study time period by 

choosing an initial and final date.  

- Data selection and transformation: the data corresponding to this time period are 

selected in the different files. Electric signals measured by the water level sensors are 

converted in water level (by using Equation 4.1-4 and 4.1-10), then in discharge by 

using Manning-Strickler equation (Equation 4.1-5) for the pipe and Equation (4.1-11) 

for the storage unit. In order to smooth the erratic 15s-signal produced by storage unit 

measurements, the computed discharge data are averaged on a moving window, whose 

number of time steps can be modified. As previously mentioned, dielectric constant 

measurements monitored by the 16 TDRs are used in their original form as water 

content indicators.  

https://doi.org/10.5281/zenodo.3467300
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- Representation of the computed data: Several Figures are drawn to illustrate the 

variation of the hydrological components in time. The first one represents the 

corresponding hydrographs for both discharges computed inside the pipe and in the 

storage unit. The second one synthetizes the dielectric constant measured by the 16 

TDR sensors. In each Figure, the precipitation is drawn on an invert y-axis. 

- Computation of runoff coefficients: runoff coefficient is the ratio between the total 

amount of precipitation (computed by multiplying the rain depth by the corresponding 

contributive area) and the total volume of water flowing through the monitored pipe or 

the storage unit. This value ranging 0 to 100% illustrates the capacity of the green roof 

to retain rainwater. 

Presentation of the time series 

During the available time period including half of winter and half of spring, it rained a total 

amount of 123.1 mm (see Figure 4.1-7). The rainfall file has no missing value, and at least 7 

rainfall events can be defined. They correspond to a precipitation higher than 5 mm that 

caused discharge in both pipe and storage unit: 7th march (9 mm), 10 and 11
th

 March (14 

mm), 17
th

 March (7.5 mm), 27
th

 march (6.5 mm), 28
th

 March (8.5 mm), 9
th

 April (9.5 mm), 29 

and 30
th

 April (24.5 mm).  

Concerning the 16 VWC sensors, 5.6% of the time steps are considered as missing data. This 

is essentially due to 2 particular sensors that were out of service from 16
th

 March to the end of 

the study time period. The 16 sensors follow the same dynamic, responding to the several 

rainfall events (see Figure 4.1-8). Dielectric constant measurements show different absolute 

values, but they change similarly during the observed period, remaining almost parallel during 

the rainfall, while getting closer during dry periods (end of February and from mid-April to 

the beginning of May). Besides the spatial heterogeneity of water content, these differences 

also indicate that the roof inclination does not affect peaks of drained outflow, but mostly the 

redistribution of retained water along the slope during dry periods. That way higher water 

contents appear at slope‘s bottom compared to those at the top.  

Discharge data are almost complete. Only two data are missing for the measure in the pipe 

and 0.2% of total amount of time steps for the storage unit. These missing data correspond to 

the short periods during which the manually collection of the data is carried out. Note that in 

order to avoid the loss of relevant data, this operation is done during a dry period. On this 

time period of 78 days, runoff coefficient computed for both pipe and storage unit are equal to 

70.6% and 71.1% respectively. These close values demonstrate the relevance of the monitored 

set-up, and the missing water corresponds to the water retained by the substrate and the 

vegetation.  
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Figure 4.1-7.  Rainfall and computed discharges for the whole time period 

 

 

Figure 4.1-8.  Rainfall and Dielectric Constant  for 16 TDR sensors 
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4.1.4. Conclusion 

This paper presents the data collected by several devices devoted to the assessment of the 

water balance of a particular green roof located close to Paris. The dataset made available for 

research purposes contain 3 types of data, representing the relevant components of the water 

balance during a rainfall event: rainfall, water content in the substrate and the discharge 

flowing out of the infrastructure. They were collected during 78 days between February and 

May 2018. These measurements are useful to study the capacity of such vegetated 

infrastructures to store rainwater and act as stormwater management tool. They could also be 

useful to develop and validate some appropriate modeling approaches (Stovin et al., 2013; 

Versini et al., 2016). 

This data set is available for download free of charge from the following web page (Versini et 

al., 2019): https://doi.org/10.5281/zenodo.3467300 

It is provided by the Hydrology, Meteorology, and Complexity laboratory of École des Ponts 

ParisTech (HM&Co-ENPC). The following references should be cited for every use of the 

data: 

 

Versini, P.-A., Stanic, F., Gires, A., Scherzer, D., and Tchiguirinskaia, I. (2019). 

Measurement of the water balance components of a large green roof in Greater Paris Area. 

Earth System Science Data. XXXXX 

 

Versini, P.-A., Stanic, F., Gires, A., Schertzer, D., Tchinguirinskaia, I.: Data for 

"Measurement of the water balance components of a large green roof in Greater Paris 

Area", https://doi.org/10.5281/zenodo.3467300, 2019 

 

Researches focused on the assessment of ecosystem services provided by Blue Green 

Solutions is continuing at HM&Co-ENPC, and particularly on the BGW. The monitoring set-

up has been recently extended to the energy balance measurement. The objective is to assess 

its different components (radiation balance, conduction, sensitive and latent heat flux). Such 

data will be particularly useful to study the ability of Blue Green Solutions to mitigate urban 

heat islands. The French ANR EVNATURB project (https://hmco.enpc.fr/portfolio-

archive/evnaturb/), that aims to develop a platform to assess some of the eco-system services 

(i.e stormwater management, cooling effect, or biodiversity conservation) provided by BGS is 

now pursuing this work of monitoring (Versini et al., 2017). 
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4.2. Application of Universal Multifractals (UM) on monitored 

data of water balance components of Green Wave for assessing 

its hydrological performances  

(Ready for submission) 

 

4.2.1. Introduction 

Implementation of green roofs in highly urbanized areas is becoming more and more required 

in recent years for variety of reasons. Besides the urban heat island (UHI), effect that is 

characteristic for large metropolitan areas where temperature can be significantly higher 

compared to surrounding rural areas (Francis & Jensen, 2017), there is one more important 

aspect of green roofs utilization - mitigation and delay of urban runoff peak (Stovin et al., 

2012; Versini et al., 2016). The retention and detention capacities of green roof substrate and 

vegetation layer were proved to be the main advantage of this particular type of Nature Based 

Solutions (NBS) for cities. Besides the investigation of green roofs from the aspect of 

modelling, where different conceptual (Versini et al., 2016) and physically-based hydrological 

models (Palla et al., 2009; Yang & Wang, 2014; Li & Babcock, 2016) are used to simulate 

different scenarios at different scales, impact of different roof configuration (Fassman-Beck et 

al., 2013), substrate and vegetation type (Stovin et al., 2015), drainage area (Hakimdavar et 

al., 2014), etc., are also analyzed based on monitored rainfall-runoff data. Good overview of 

different investigations in terms of green roofs can be found in Berndtsson (2010) and Li & 

Babcock, (2014). 

In most of the studies a rainfall-runoff coefficient is used to rate the retention capacity of a 

green roof. However, this approach takes into account only cumulative quantities of rainfall 

and runoff, while their temporal variabilities, as well as the temporal variability of the water 

retained in the substrate, are not considered. For analyzing and characterizing temporal 

variabilities of different geophysical fields, a theoretical Universal Multifractals (UM) 

framework (Schertzer & Lovejoy, 1987; Schertzer & Lovejoy, 1997) was proved as 

convenient. This scientific approach enables describing statistical properties of an investigated 

field by means of solely 2 relevant parameters (in case of conservative fields) that can be 

determined using two techniques, Trace moment and Double trace moment (Lavallée et al., 

1992; Schmitt et al., 1993). These techniques rely on the analysis of change of average 

statistical moments of different orders while changing the resolution of the field, which is 

described by means of moment scaling function. Up to date, UM framework was proved as 

successful in characterizing rainfall intensity (Lovejoy & Schertzer, 1995; Olsson & 

Niemczynowicz, 1996; Tchiguirinskaia et al., 2011 ; Paz et al., 2016), river discharge (Tessier 

et al., 1996 ; Kantelhardt et al., 2003), soil hydraulic conductivity (Liu & Molz, 1997), 

porosity and gravimetric water content (Morató et al., 2016), etc. However, to the knowledge 

of the authors, this approach has not been used to assess the behavior of green roofs, or other 

types of NBS.  
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The idea of this work is to assess the hydrological behavior of green roofs by comparing 

moment scaling functions of three water balance components relevant for green roofs: rainfall 

intensity, water content and drained discharge, where the obtained moment scaling functions 

are characterized by means of UM parameters. Also, it is believed that in case of inclined 

roofs, a comparison between these functions for the rainfall intensity and for the water content 

change at slope‘s bottom can provide certain information concerning the impact of roof 

inclination on the lateral water movement within the substrate. Clearly, such investigation 

requires detailed monitoring system, such as the one installed on Green Wave (Chapter 4.1), 

where the three mentioned water balance components are measured.  

4.2.2. Pilot Site 

In Chapter 4.1 is introduced the monitoring system installed on Green Wave, with detailed 

explanation of different techniques used for measuring rainfall intensity, water content change 

of the roof substrate and discharged drained from the substrate. In this work are analyzed data 

(time series) of these three water balance components, measured respectively by means of: an 

optical disdrometer (Campbell Scientific - PWS100), wireless network of 32 TDR sensors 

(Campbell Scientific - CWS665), and an ultrasonic displacement sensor (SICK - UM18) that 

measures water level change in the drainage pipe.    

TDR sensors provide values of dielectric constant ka as an output, which is obtained based on 

the travel time required for electro-magnetic signal to cross the length of sensor waveguides. 

Topp et al., (1980) have reported that ka is strongly correlated with volumetric water content 

by means of the polynomial expression of third order, in case of conventional soils. However, 

due to the fact that substrate used for covering Green Wave (Stanić et al., 2019) is a volcanic 

material with several percent of organic matters, Topp‘s equation is found inappropriate. 

Thus, the original values of ka are further analyzed and treated solely as an indicator of water 

content. In order to analyze the impact of roof inclination on a hydrological behavior of Green 

Wave, numerous TDRs are distributed along a single slope of Green Wave. 

Hydraulic conditions in the pipe that collects outflow drained from Green Wave are such that 

a reasonably uniform flow on the location of the displacement sensor can be assumed 

(sufficient value of the pipe slope, long and aligned downstream section that prevents from 

any disturbance propagation in the upstream direction, and long enough distance from any 

upstream obstacles). Thus, discharge can be computed by means of Manning equation, based 

solely on the information about pipe material, pipe geometry and measured water layer 

thickness inside the pipe (see Chapter 4.1 for more details). 

4.2.3. Universal Multifractal (UM) framework  

Time series of the three mentioned water balance components are analyzed in this work by 

means of UM framework. Thus, an overview of this approach is given in the following 

sections, more detailed than done in Chapter 3.1.  
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Brief overview of the theoretical framework  

If certain field ελ at a given resolution λ (ratio between the outer scale L and the observation 

scale L1(λ)) is considered to be multifractal (Figure 4.2-1), then the probability of exceeding a 

scale depending threshold λ
γ
 can be expressed using the following equation: 

                                 (4.2-1) 

where γ is the scale invariant singularity and c(γ) is the co-dimension function which is 

convex and increasing with no upper limit.  

 

 

Figure 4.2-1. Example of an one-dimensional multifractal field (time series) 

 

By means of UM framework (Schertzer & Lovejoy, 1987; Schertzer & Lovejoy, 1997), c(γ) 

can be expressed using only 2 relevant parameters, C1 (mean intermittency) and α 

(multifractality index), in case of a conservative field:  

     {
  (

 

     
 

 
)
  

              

   
(

 

  
  )

                          

  (4.2-2) 

where α’ = (1 - 1/α)
-1

. The main properties of c(γ) function are illustrated in Figure 4.2-2 (top 

row). Equation (4.2-2) is valid for c(γ) ≤ E + Es, where E is Eucledian dimension (equal to 1 

for time series) and Es = log(Nsample) / log(λ) ≥ 0 is called sampling dimension and it 

represents an additional portion of the probability space that is explored (Schertzer & 

Lovejoy, 2011). If there is only one data sample (Nsample = 1), Es = 0 thus c(γ) ≤ E. For c(γ) = 
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E (or E + Es), maximal observable singularity γ = γs can be determined from Equation (4.2-2). 

Also, γ = C1 is the singularity corresponding to the mean value of the field, and thus c(C1) = 

C1 (see Equation 4.2-2 and Figure 4.2-2c - top). 

 

 

Figure 4.2-2. Dependence of c(γ) (top row) and K(p) (bottom row) on UM parameters α and 

C1. Dashed line is related to α = 2, solid line to 0 < α < 2 and dash-dotted line to α = 0. 

Concerning parameter C1, three cases are presented: a) C1 is approximately zero; b) C1 takes 

value between 0 and E; c) C1 takes maximal value E. Values of the maximal observable 

singularity γs and the corresponding ps are marked in the graphs 

 

Another, equivalent way of describing statistical properties of the multifractal field was 

introduced by Schertzer & Lovejoy (1987). This approach is based on scaling of the statistical 

moments of order p: 

〈  
 〉                          (4.2-3) 

where 〈  
 〉 is the average statistical moment of order p (< > indicates average value) and 

K(p) is the moment scaling function which is also convex, and can be described through 

parameters C1 and  by means of the following expression: 

     {
  

   
                                

                                         
 (4.2-4) 

Functions K(p) and c(γ) are linked by Legendre transform (Frisch & Parisi, 1985), which 

means that every moment order p has the corresponding singularity γ and vise verse.  
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Figure 4.2-3. Legendre transform 

 

This is illustrated in Figure 4.2-3 where: 

                              (4.2-5) 

         (       )       (  )  (4.2-6) 

K(p) function is mostly used for determination of UM parameters (C1 and ) due to its 

characteristics. In Figure 4.2-2 (bottom row) are presented K(p) functions obtained using the 

same combinations of UM parameters as used for the corresponding c(γ) functions presented 

in the left column. It can be observed that for a single value of C1, slope of K(p) function for p 

= 1 remains the same regardless of α value (two side arrow indicates slope), which can be 

proved by calculating the first derivative of Equation (4.2-4) at p = 1: 

     

  
                         (4.2-7) 

On the contrary, if varying only value C1, both the first and the second derivative at p = 1 

change (see Figure 4.2-2), which can be confirmed by calculating the second derivative of 

Equation (4.2-4) at p = 1: 

      

                               (4.2-8) 

These characteristics of K(p) function are used in different techniques for determination of 

UM parameters, as described later on. 

Critical value of moment order  

Theoretical K(p) function (Equation 4.2-4) is valid only up to the certain critical value of 

moment order pc. This critical value is associated with multifractal phase transition (Schertzer 

et al., 1993) and it is estimated as pc = min (ps, pD), where ps is the maximal order moment 

estimated with a finite number of samples Nsample, while pD is the critical moment order of 

divergence. Value of ps is linked with the maximal observable singularity γs by means of 

Legendre transform (illustrated in Figure 4.2-2), and it can be determined using following 

equation:  
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    (
    

  
)
   

                       (4.2-9) 

In case of one-dimensional field (E = 1) when only one data sample is used (Nsample = 1, thus 

Es = 0) critical value of moment order is usually pc = ps, which is manifested as a linear 

behavior of the empirical K(p) for p ≥ ps.  

On the other hand, moment order pD represents the critical value of p for which extreme 

values of the field are becoming so dominant that the average statistical moment of order p ≥ 

pD approaches to infinity: 

〈  
 〉                        (4.2-10) 

Moment order pD can be determined from the following equation: 

                              (4.2-11) 

Value of pD is a point where Equation (4.2-4) intersects the linear regression K(p) = E(p-1) 

obtained by means of Equation (4.2-4) for C1 = E and α = 0 (see bottom graph of Figure 

4.2-2b – filled circles). In case that pc = pD, the empirical K(p) function starts rapidly 

approaching infinity for p > pD.  

Value of ps can be increased by increasing the number of data samples (Nsample > 1, Es > 0), 

which enables Equation (4.2-4) to be valid over a larger range of p. Thus, the theoretical 

framework is able to simulate investigated field more accurately. However, limitation related 

to pD remains an obstacle that still has not been overcome. 

Physical basis of UM parameters  

Based on the presented characteristics of c() and K(p) functions, the physical meaning of UM 

parameters can be introduced. 

Mean intermittency C1 describes the sparseness of the mean value of the field. From Figure 

4.2-2 (top row) it is evident that for low values of C1 (Figure 4.2-2a) c(γ) function gradually 

increases up to the value C1, after which it starts rapidly to approach infinity. Since C1 is low, 

values equal to or lower than the mean value are ―ubiquitous‖ (low c(C1) secures high 

probability of exceedance – Equation 4.2-1), while values higher than the mean are very 

sparse (c(γ > C1) secures low probability of exceedance). This leads to conclusion that C1 = 0 

corresponds to a homogeneous field with            . On the contrary, high C1 value 

provides much smoother c(γ) which enables presence of very high extremes, but in the same 

time secures high sparseness of most of the values (including mean value) – see Figure 

4.2-2c. This means that for C1 = E, mean value is too sparse to be observed, leading to 

           . Thus, C1 takes values between 0 and E (=1 in case of time series). 

Multifractality index α describes how much sparseness varies as we go away from the mean 

value of the field. In other words, two c(γ) functions with the same C1 but different α 

parameter secure the same sparseness of the mean value, but different sparseness of low and 

high intensities (see Figure 4.2-2b). Unlike low α, high α value secures lower c(γ) values 
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(higher probability of exceedance) for very low and very high singularities γ, meaning that 

variability of the field is strong. Log-normal field secures the highest variability (α = 2; c(γ) is 

parabola), while fractal field corresponds to no variability (α = 0; c(γ) = C1 for all γ). More 

details can be found in Schertzer & Lovejoy (1992). 

Non-conservation parameter H indicates weather the investigated field is conservative or 

not. For conservative renormalized fields (H = 0) mean value remains constant independently 

of the resolution λ (〈  〉    , while for non-conservative fields (H ≠ 0) it is not the case. 

Parameter H can be determined with help of the slope of energy spectrum of the field (slope > 

1 – non-conservative field; check Tessier et al. (1993) among others), but in this study is used 

more convenient approach given by Lavallée et al. (1993). According to the author, original 

non-conservative field can be transformed into conservative one if considering the absolute 

values of data increments instead of the original data themself. This approach was proved to 

work even for strongly non-conservative fields that are rather inert, such as discharge, 

hydraulic conductivity, etc. 

From the description of α and C1 parameters, it is evident that the biggest extremes are 

associated with high values of both parameters. For better understanding the impact UM 

parameters, check examples of simulated multifractal fields obtained with different 

combinations of α and C1 values - Schertzer & Lovejoy (1993).   

Determination of the UM parameters from real data 

As previously mentioned, K(p) function (Equation 4.2-4) is, due to its characteristics, found as 

rather convenient for determining values of C1 and α from real data. Two techniques founded 

on K(p) function can be found in the literature - Trace Moment (TM) and Double Trace 

Moment (DTM), that are also applied in this work. 

TM technique 

Trace Moment (TM) technique is based on scaling behavior of average statistical moments of 

order p (also done in Chapter 3.1 but for E = 2). This technique relies on Equation (4.2-3) and 

the assumption that the investigated field is conservative. Application of TM technique is 

illustrated in Figure 4.2-4. The field is firstly renormalized as the following:  

   
  

〈  〉
                 (4.2-12) 

In this case it is evident that mean value of the renormalized field becomes equal to 1. By 

averaging  (most commonly  = 2) neighbor values of the field, resolution λ gradually 

decreases with factor  up to the uniform field (λ = 1). At each resolution λ field is raised on 

the power p (example of 3 different p values - Figure 4.2-4) and the average statistical 

moment of a given order p (dashed line in Figure 4.2-4) is calculated as following:  

〈  
 〉  

∑   
   

 

  
                (4.2-13) 

where E = 1 for one-dimensional field (time series in this study).  
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Figure 4.2-4. Trace Moment (TM) technique (dashed line represents the mean value) 

 

After reaching λ = 1, average statistical moments computed at each resolution λ (〈  
 〉) are 

plotted versus the corresponding λ in logarithmic scale. This is repeated for different p values. 

Values of 〈  
 〉 determined for one p value should scale linearly with respect to λ in 

logarithmic scale, where slope of the linear regression is equal to K(p). After determining 

values of slopes for variety of p, the empirical K(p) function is obtained. Finally, values of C1 

and  are determined by means of Equations (4.2-7) and (4.2-8), respectively, where both the 

first and the second derivative are calculated numerically. 

DTM technique 

Double Trace Moment (DTM - Lavallée et al., 1992; Schmitt et al., 1993) technique, which 

also relies on the assumption that investigated field is conservative, enables direct estimation 

of parameters C1 and α under the assumption that Equation (4.2-4) reliably interprets 

empirical K(p) function. The main idea of DTM method is that the average statistical moment 

〈  
    〉 also scales with λ in the following way: 

〈  
    〉                         (4.2-14) 

    𝜂    𝜂      𝜂               (4.2-15) 

After combining Equations (4.2-4) and (4.2-15), K(p,𝜂) can be presented as following: 

     𝜂  𝜂      𝜂   

   
                   (4.2-16) 

Figure 4.2-5 illustrates the application of DTM technique.  
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Figure 4.2-5. Double Trace Moment (DTM) technique (dashed line represents the mean 

value) 

 

Original field is firstly renormalized (Equation 4.2-12) and raised afterwards to the power 𝜂 

(three different values of 𝜂 are presented in Figure 4.2-5). TM technique is applied on such a 

modified field, but only a single value of exponent p is used (usually p = 0.5 ’ 2, p = 1.5 in 

this study). This is sufficient since different p values are solely shifting K(𝜂, p) function in 

vertical direction, without changing its characteristics. Average moments 〈  
    〉 scale 

linearly with resolution  in logarithmic scale, where K(𝜂, p) is the slope of linear regression 

for certain 𝜂 (and p = 1.5). By plotting different slope values versus 𝜂, K(𝜂, p) function is 

obtained and presented in logarithmic scale (presented later in Results section), where the 

slope of the linear section on the graph corresponds to parameter α, while its intercept b is 

used for calculating C1: 

                            (4.2-17) 

                 

       
               (4.2-18) 

Notations αDTM and C1,DTM are used to indicate technique that was used. Note that Equation 

(4.2-16) is valid only for the limited range of 𝜂 that corresponds to a linear part of K(𝜂, p) 

(when presented in logarithmic scale). Theoretically, Equation (4.2-16) breaks down when 

max(p𝜂, p) > min(ps, pD) due to the already mentioned multifractal phase transition, leading to 

K(p,𝜂) function becoming independent of 𝜂. On the other hand, flat part of the graph related to 

small 𝜂 values is associated with the numerous zeros (Gires et al., 2013) or extremely low 

values of the field that can be overcome by the noise of the measuring device (Tessier et al., 

1993). Application of both TM and DTM techniques is described in details in Results section.  



 

115 

 

4.2.4. Results 

Presented methodology is applied on the in-situ measurements of rainfall intensity, water 

content (dielectric constant) and drained discharge, carried out on Green Wave. In the 

following text are analyzed 3 rainfall events occurred in March 2018 (event 1), November 

2017 (event 2) and August 2017 (event 3), that show rather interesting results from the aspect 

of application of UM for assessing behavior of green roofs.  

 

 

Figure 4.2-6. Configuration of TDR sensors in case of: a) events 1 and 2; b) event 3 

 

In Figure 4.2-6 are illustrated different configurations of TDR sensors network used in case of 

events 1 and 2 (Figure 4.2-6a) and event 3 (Figure 4.2-6b). Note that the number of TDR 

sensors contained in a network dictates the time discretization, adopted to be large enough (4 

min) to avoid communication problems between TDRs and the base-station. On the contrary, 

finer time discretization for both rainfall intensity and discharge measurements is adopted (30 

s).  

Event 1 (07.03.2018) 

The first event investigated in this work occurred on 07.03.2018, and in Figure 4.2-7 are 

presented measurements of 3 water balance components. Top subplot represents rainfall 

intensity, 15 small subplots in the center illustrate monitored dielectric constant data by means 

of 15 TDR sensors distributed along the slope of Green Wave, while the bottom subplot 

represents discharge data obtained. The total amount of rainfall during this event was 20.63 

mm.   
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Figure 4.2-7. Data of the rainfall intensity I (top subplot), dielectric constant ka (15 subplots 

in the center corresponding to 15 TDR sensors) and drained discharge Qd (bottom subplot) 

captured during event 1 (07.03.2018) 

 

By analyzing energy spectrum of all water balance components, it was shown that water 

content (dielectric constant) and discharge measurements are strongly non-conservative, and 

thus they are further analyzed in the form of absolute increments (as discussed in the 

Methodology section). It can be observed that rainfall occurs only within the first 17 h, and 

thus only this period is analyzed. As already explained, the number of data required for 

multifractal analysis needs to be a power of 2, and thus the number of data used in case of 

rainfall intensities, dielectric constant increments and discharge increments is respectively 

2048, 512 and 4096.  
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Table 4.2-1. Event 1 - values of UM parameters obtained by both TM (αTM and C1, TM) and 

DTM (αDTM and C1,DTM) techniques, values of pD and ps calculated based on αDTM and C1,DTM, 

and the maximal and the minimal values of R
2
 parameter related to the scaling of <

p
> 

  αTM C1,TM αDTM C1,DTM pD ps R
2
max R

2
min 

Rainfall intensity 0.91 0.31 0.89 0.32 38.29 3.55 0.96 0.95 

Discharge increments 1.70 0.05 1.76 0.05 33.89 5.23 0.93 0.84 

 TDR 1 2.04 0.10 1.92 0.10 10.97 3.25 0.97 0.66 

 TDR 2 1.28 0.16 1.33 0.16 27.98 3.99 0.98 0.62 

 TDR 3 1.15 0.17 1.42 0.17 18.08 3.52 0.98 0.74 

 TDR 4 1.08 0.16 1.30 0.16 32.11 4.12 0.98 0.75 

 TDR 5 0.88 0.18 1.25 0.17 34.65 4.12 0.99 0.82 

 TDR 6 1.57 0.11 1.81 0.11 12.26 3.35 0.96 0.58 

 TDR 7 1.23 0.18 1.28 0.18 25.39 3.78 0.98 0.73 

 TDR 8 1.23 0.12 1.56 0.11 22.45 4.03 0.93 0.62 

 TDR 9 1.15 0.17 1.28 0.18 27.33 3.87 0.98 0.64 

 TDR 10 0.63 0.21 1.07 0.19 85.41 4.72 0.98 0.77 

 TDR 11 1.39 0.13 1.32 0.14 41.48 4.52 0.97 0.59 

 TDR 12 1.29 0.16 1.32 0.16 28.43 3.99 0.98 0.61 

 TDR 14 1.00 0.18 1.32 0.17 24.15 3.77 0.98 0.87 

 TDR 15 0.87 0.24 1.18 0.23 21.15 3.42 0.98 0.94 

 TDR 16 0.91 0.21 1.22 0.21 22.72 3.56 0.98 0.85 

 

In Figure 4.2-8 is presented scaling of 〈  
 〉 for different values of p (0.1, 1.01, 1.5, 2.0, 2.5) 

and for all measurements obtained. Dielectric constant increments and discharge increments 

data are calculated from the original measurements presented in Figure 4.2-7. Figure 4.2-8 

shows satisfactory scaling for all measurements presented, which is rated by means of the best 

and the worst R
2
 parameters related to different values of p (see Table 4.2-1). In all cases the 

worst scaling corresponds to p = 0.1 due to the numerous zeros or rather small values of the 

investigated field. 
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Figure 4.2-8. Scaling of the average statistical moments of order p (<
p
>) applied on data of 

event 1. Subplots are distributed the same way as in Figure 4.2-7, with the following symbols 

representing values of <
p
> for: ▼ (p = 3.0), ▲ (p = 2.5), ■ (p = 1.5), ♦ (p = 1.01), + (p = 

0.1) 

 

Following the TM procedure, based on the slopes of linear regressions presented in Figure 

4.2-8 the empirical K(p) functions are obtained in Figure 4.2-9. Unsurprisingly, the strongest 

variability corresponds to rainfall measurements, intermediate variabilities correspond to 

dielectric constant increments, while the lowest variability is related to discharge increments. 

In this case green roof behaves as a filter that mitigates strong fluctuations of rainfall, 

providing attenuated fluctuations of discharge increments by draining the water through the 

substrate layer. By means of Equations (4.2-7) and (4.2-8) that are applied on the obtained 

empirical K(p) curves, values of TM and C1,TM are determined (see Table 4.2-1), and thus the 

obtained K(p) functions can be characterized using the analytical curve (Equation 4.2-4).  

 



 

119 

 

 

Figure 4.2-9. Empirical K (p) functions obtained for rainfall intensity, dielectric constant 

increments and discharge increments data (event 1) 

 

Based on the curves presented in Figure 4.2-9, one can also try to make some conclusions 

concerning the lateral water movement along the roof inclination. It is rather difficult to 

predict the impact of the lateral water exchange on the variabilities of water content 

increments along the slope, due to the fact that besides the inflow coming from the rainfall, 

there is an inflow coming from the higher roof altitudes as well as the outflow towards the 

lower roof altitudes. Thus, the fluctuations of water content increments can be both amplified 

or mitigated by the green roof substrate, depending on the inflow-outflow dynamics. 

However, it seems reasonable to expect that this variability should be closer to that of the 

rainfall at the flat part of the roof, compared to locations on the slope. Thus, if K(p) function 

related to the dielectric constant increments at roof‘s bottom is similar to that of the rainfall, it 

can be concluded that the lateral water flow within the substrate layer is not important. This is 

exactly the case in Figure 4.2-9, where K(p) functions for TDR sensors located at the bottom 

of the slope (TDR 15 and 16) are the closest to that of the rainfall.  

In order to determined UM parameters by means of another technique (DTM), the scaling 

behavior of average moments 〈  
    〉 for 4 different 𝜂 values (0.81, 1.23, 1.87, 2.84) is 

presented in Figure 4.2-10, where p = 1.5 is adopted. Rather good scaling is obtained for all 

measurements. Following the DTM procedure, based on the slopes of linear regressions 

presented in Figure 4.2-10, K(p,𝜂) function is obtained in Figure 4.2-11. Solid line in each 

subplot of Figure 4.2-11 indicates the linear section of the graph used for calculating UM 

parameters by means of Equations (4.2-17) and (4.2-18). Values of determined C1,DTM and 

DTM are presented in Table 4.2-1. 
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Figure 4.2-10. Results of DTM technique applied on data of event 1 – log(<
η)p

>) versus 

log(. Subplots are distributed the same was as in Figure 4.2-7, with the following symbols 

representing values of <
η)p

> for p = 1.5 and: ♦ (η = 2.84), ● (η = 1.87), x (η = 1.23), + (η 

= 0.81) 
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Figure 4.2-11. Results of DTM technique applied on data of event 1 - log(K(p,𝜂)) 

versus log(𝜂) obtained from results presented in Figure 4.2-10. Subplots are distributed the 

same was as in Figure 4.2-7, where solid line in each subplot indicates linear part of the 

graph from which characteristics UM parameters are determined 

 

Finally, in Figure 4.2-12 are presented empirical K(p) curves from Figure 4.2-9 versus the 

theoretical ones (Equation 4.2-4) computed by means of TM, C1,TM (dashed line) and DTM, 

C1,DTM (dash-dotted line). Clearly, DTM technique provides more reliable values of UM 

parameters since the corresponding curves (K(p)DTM - dash-dotted lines) show better 

agreement with empirical ones. Thus, values of DTM and C1,DTM are considered as more 

reliable for calculating critical value pc by means of Equation (4.2-9) and (4.2-11). As 

expected, pc = ps for all the measurements presented (see Table 4.2-1), since only a single data 

sample per measurement is used (Nsample = 1). Also, following the previously made 

explanation, a good agreement between theoretical K(p)DTM (dash-dotted line) and empirical 

K(p) (solid line) functions is obtained for p < ps for most of the measurements. However, due 

to the presence of zeros or rather small values of investigated field, majority of empirical K(p) 
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functions do not reach zero for p = 0, causing deviation from theoretical curves at small p 

values.  

 

 

Figure 4.2-12. Comparison between the empirical K(p) curves (solid lines) taken from 

Figure 4.2-9, and Equation (4.2-4) computed by means of αTM, C1,TM (dashed line) and αDTM, 

C1,DTM (dash-dotted line). Subplots are distributed the same was as in Figure 4.2-7 

 

Event 2 (11.11.2017)  

The second event investigated in this study occurred on 11.11.2017 and measurements 

obtained during this period are presented in Figure 4.2-13 in the same way as done for the 

first event. In this case only 8 TDR sensors are considered due to the communication issues 

between the data-logger and the rest of TDRs. Duration of the rainfall event is about 34 h, and 

thus the total number of data used is 4096, 512 and 4096 for the rainfall, dielectric constant 

increments and discharge increments, respectively. The total amount of rainfall is 14 mm.  
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Figure 4.2-13. Data of the rainfall intensity (top subplot), dielectric constant (8 subplots in 

the center corresponding to 8 TDR sensors) and drained discharge (bottom subplot) captured 

during event 2 (11.11.2017) 

 

In this case the quality of scaling is satisfactory as for event 1 (Figure 4.2-8), and thus the 

empirical K(p) functions are obtained following the previously made explanation – see Figure 

4.2-14. Again, K(p) of discharge increments is significantly below that of rainfall, while K(p) 

functions related to dielectric constant increments are mostly located between the two, with 

exception of one curve that is even above that of rainfall. K(p) functions linked to TDRs 

located at the bottom (TDR 16) and the top flat part of the slope (TDR 9) show rather similar 

behavior as K(p) for the rainfall, indicating once again insignificant impact of the roof 

inclination on the lateral water flow.  
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Figure 4.2-14. Empirical K(p) functions obtained for rainfall intensity, dielectric constant 

increments and discharge increments data (event 2) 
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Figure 4.2-15. Comparison between the empirical K(p) curves (solid lines) taken from Figure 

4.2-14, and Equation (4.2-4) computed by means of αTM, C1,TM (dashed line) and αDTM, C1,DTM 

(dash-dotted line). Subplots are distributed the same was as in Figure 4.2-13 

 

By computing UM parameters using both TM (Equations 4.2-7 and 4.2-8) and DTM 

(Equations 4.2-17 and 4.2-18) techniques, it has been shown that parameter  is higher than 2 

(the theoretical maximum) for 5/8 and 3/8 of TDRs, respectively (see Table 4.2-2). This 

shows that the two mentioned techniques are facing some issues when applied on a field with 

a single dominant extreme, such as the case with the dielectric constant increments of event 2. 

Based on the obtained values of DTM that are smaller than 2, it is possible to compute pc 

which appears to be equal to ps for all measurements presented (see Table 4.2-2). Values of ps 

are lower than those in case of event 1, and thus the deviation between theoretical and 

empirical K(p) functions is observable in Figure 4.2-15 for p ≈ 2 ’ 2.5 in case of dielectric 

constant increment data. Note that empirical K(p) becomes linear for p > ps.    
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Table 4.2-2. The same as in Table 4.2-1, just for event 2 

  αTM C1,TM αDTM C1,DTM pD ps R
2
max R

2
min 

Rainfall intensity 0.92 0.32 1.19 0.32 9.38 2.60 0.98 0.97 

Discharge increments 1.72 0.08 1.79 0.08 18.66 4.04 0.97 0.91 

 TDR 9 2.25 0.26 1.87 0.27 4.14 2.01 0.98 0.70 

 TDR 10 1.72 0.18 1.70 0.20 7.51 2.61 0.97 0.56 

 TDR 11 2.53 0.23 2.27 0.23 3.57 1.92 0.98 0.84 

 TDR 12 2.88 0.22 2.48 0.22 3.28 1.86 0.98 0.70 

 TDR 13 2.81 0.27 2.44 0.26 2.88 1.73 0.98 0.78 

 TDR 14 2.38 0.22 1.98 0.23 4.42 2.10 0.99 0.65 

 TDR 15 1.68 0.20 1.58 0.21 8.29 2.67 0.99 0.65 

 TDR 16 1.81 0.27 1.53 0.29 5.73 2.26 0.99 0.72 

 

Event 3 (25.08.2017)  

The third event occurred on 25.08.2017 and the corresponding measurements are presented in Figure 

4.2-16. Nine TDRs, distributed as illustrated in Figure 4.2-6b, are used in this case. The event lasted 

only couple of hours, with the total amount of rainfall equal to 28 mm. Characteristic for this event is 

the non-conservative rainfall intensity field (Figure 4.2-16 top), confirmed by means of the energy 

spectrum analysis. Thus, in order to obtain a conservative field, rainfall intensities were analyzed in 

the form of increments, as done with dielectric constant and discharge measurements. Furthermore, 

rainfall intensity increments and discharge increments are analyzed only during the first 2.5 h (256 

data), while the dielectric constant increments are analyzed during a longer time period (9 h - 128 

data). 

 

D
ie

le
c
tr

ic
 c

o
n

st
a

n
t 

 

in
cr

e
m

en
ts

 



 

127 

 

 

Figure 4.2-16. Data of the rainfall intensity (top subplot), dielectric constant (9 subplots in 

the center corresponding to 9 TDR sensors) and drained discharge (bottom subplot) captured 

during event 3 (25.08.2017) 

 

As for the two previous events, scaling quality of 〈  
 〉 is considered as satisfactory, and thus 

the empirical K(p) functions are obtained – see Figure 4.2-17. In this case it is not relevant to 

compare K(p) functions of discharge and dielectric constant increments with that of the 

rainfall, due to the fact that rainfall increments are analyzed instead of the original data. 

However, due to the fact that change of water content is analyzed over a 9 h period, within 

which 6.5 h is without rainfall (> 70 %), it is possible to make some conclusions based on the 

draining process. During the dry period, if the lateral water movement exists, it is reasonable 

to expect that the fluctuations of water content (dielectric constant) increments are 

progressively attenuated in downstream direction due to the drainage process, securing that 

way the smoothest fluctuations at slope‘s bottom. Figure 4.2-17 shows that TDRs located at 
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the bottom of the slope (TDR 31 and TDR 32) show the most attenuated fluctuations, and thus 

their K(p) curves are the closest to that of the discharge increments. Having on mind the two 

previous events (1 and 2), and the fact that both rainfall and drained discharge are almost zero 

for t > 2.5 h in event 3, it can be concluded that the roof inclination does not affect the peak 

outflow from the substrate bottom, but it impacts the redistribution of the water quantity 

retained in the substrate along the roof inclination. This mostly occurs during the period with 

no rainfall, which is why initially, before each event, higher values of water content can be 

observed at slope‘s bottom compared to those at the top (see Figure 4.2-7, Figure 4.2-13, 

Figure 4.2-16). Similar conclusions concerning the impact of roof inclination on water 

movement were made by Bengtsson (2005), among the others.  

 

 

Figure 4.2-17. Empirical K(p) functions obtained for rainfall intensity, dielectric constant 

increments and discharge increments data (event 3) 
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Figure 4.2-18. Comparison between the empirical K(p) curves (solid lines) taken from Figure 

4.2-17, and Equation (4.2-4) computed by means of αTM, C1,TM (dashed line) and αDTM, C1,DTM 

(dash-dotted line). Subplots are distributed the same was as in Figure 4.2-16 

 

In case of event 3, UM parameters and pc (equal to ps) are determined following the same 

procedures as for the two remaining events, and their values are presented in Table 4.2-3. 

Again, the deviation between theoretical and empirical K(p) functions is observable in Figure 

4.2-18 for p ≈ 1.5 ’ 2.5 and p ≈ 2.5 in case of dielectric constant increments and discharge 

increments, respectively.  
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Table 4.2-3. The same as in Table 4.2-1 and Table 4.2-2, just for event 3 

  αTM C1,TM αDTM C1,DTM ps pD R
2
max R

2
min 

Rainfall intensity 1.13 0.20 1.12 0.20 48.72 4.24 0.99 0.92 

Discharge increments 1.43 0.25 1.48 0.25 7.86 2.56 0.98 0.83 

 TDR 9 1.30 0.42 1.17 0.43 5.19 2.08 0.99 0.87 

 TDR 10 1.26 0.50 1.32 0.48 3.33 1.75 0.98 0.88 

 TDR 12 1.26 0.47 1.08 0.47 4.97 2.02 0.99 0.87 

 TDR 13 1.79 0.39 1.51 0.39 3.75 1.87 0.99 0.75 

 TDR 14 1.36 0.43 1.17 0.45 4.60 1.98 0.99 0.92 

 TDR 15 1.55 0.54 1.39 0.52 2.67 1.60 0.99 0.93 

 TDR 16 1.54 0.38 1.31 0.38 5.02 2.08 0.98 0.72 

 TDR 31 1.27 0.37 1.14 0.37 7.59 2.39 0.98 0.84 

 TDR 32 1.07 0.38 0.99 0.38 11.42 2.66 0.97 0.85 

 

4.2.5. Conclusion 

In this work a new application of Universal Multifractals is presented. It has been shown that 

this theoretical framework can be rather convenient for assessing behavior of green roofs 

based on the analysis of in-situ measurements of three water balance components: rainfall 

intensity, water content and drained discharge. The methodology has been performed on 

Green Wave, for three different rainfall events. 

By using monitored data of the three water balance components, the moment scaling 

functions K(p) are obtained based on the scaling behavior of average statistical moments of 

order p. In this work it has been shown that a comparison between K(p) curves related to 

different components of water balance helps assessing the hydrological behavior of green 

roofs. It was confirmed that green roof behaves as a filter that mitigates strong variability of 

the rainfall, providing attenuated fluctuations of the outflow drained from its bottom. 

Concerning the variabilities of water content increments, results show that they can be used 

for checking the influence of the roof inclination on the lateral water movement by comparing 

K(p) related to the water content increments at slope‘s bottom with K(p) for the rainfall. If 

those two functions are relatively close, it is reasonable to assume that solely rainfall affects 

the change of water content, and there is no lateral inflow coming from the higher altitudes of 

the roof. This is the case for events 1 and 2 analyzed in this work. Furthermore, the impact of 

roof‘s inclination has been also analyzed during the dry period right after the high intensity 

rainfall of short duration – event 3. Results showed that K(p) functions related to the water 

content increments at slope‘s bottom are the most attenuated and the closest to K(p) of drained 

D
ie

le
c
tr

ic
 c

o
n

st
a

n
t 

 

in
cr

e
m

en
ts

 



 

131 

 

discharge increments, indicating that the roof inclination gradually mitigates the fluctuations 

of the water content increments in the downstream direction. Finally, based on the three 

events analyzed, it was concluded that the infiltration through Green Wave substrate layer is 

dominantly vertical, with negligible influence of roof‘s inclination on the lateral flow and 

hence outflow drained from the substrate, but with more significant impact on the 

redistribution of retained water along the slope during the dry period.       

Concerning the techniques for determination of UM parameters that characterize mentioned 

empirical K(p) functions (obtained from measurements), it was confirmed that DTM 

technique provides more reliable estimation than TM. Also, determination of the critical 

moment order pc based on the values of UM parameters determined through DTM, appeared 

to be in agreement with the point where theoretical and empirical K(p) curves deviate. 

However, in most of the cases neither DTM nor TM are able to interpret properly empirical 

K(p) curve for small p values, due to the non-negligible presence of zeros or rather small 

values of the investigated field. Also, the both techniques are facing some difficulties in case 

of strongly variable fields that have one dominant extreme, as the case of dielectric constant 

increments in event 2. As a result, the estimated values of α overcome the maximal theoretical 

value of 2, for about 50 % of TDR sensors used. In order to improve the reliability of the UM 

framework as a statistical tool and further consolidate physically-based conclusions presented 

in this work, more data samples and more characteristic rainfall events should be analyzed.  
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5. Hydrological Modeling 

 

The objective of Chapter 5 is to provide reliable substitution for numerical models founded on 

Richards law, in terms of their physical basis, in order to improve the computational 

efficiency of hydrological models. Further application of this model, primarily for treating the 

spatial heterogeneity of green roofs at different scales, remains to be done in near future.  

A new analytical and physically-based hydrological model which can be reliably and 

efficiently applied at different scales (from REV to catchment) is presented in Chapter 5.1. It 

appears that for coarse materials, such as those used in green roofs, with usual - small 

thickness and free drainage conditions at the bottom, it is possible to derive through the 

simplified Richards equation the analytical expression describing the leakage from the non-

linear reservoir. The obtained analytical solution is derived by using the new fractal-based 

hydraulic conductivity function presented in Chapter 3.2, and by assuming dominantly 

vertical flow, as observed in green roofs (Chapter 4). This confirms the physical-basis of the 

non-linear reservoir concept, but also gives further insight into its limitations.  

As an improvement of the standard non-linear reservoir concept, in Chapter 5.1 is presented a 

cascade of non-linear reservoirs that are located one below another, where the leakage from 

one reservoir is the inflow into the one below. The adequate number of reservoirs simulates 

the dynamics of water release that is not taken into account in standard (non-linear) reservoir-

based concepts. Furthermore, results show that the model enables rather reliable and accurate 

interpretation of the outflows computed by numerically solving Richards equation, if the 

water drains freely from the bottom side of porous medium. A significant advantage of this 

concept over standard numerical models is its efficiency. The model also appears to be rather 

fast and reliable in simulating the long-time series of drained outflows measured on Green 

Wave. 
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5.1. A cascade of non-linear reservoirs concept and proof of its 

physical basis through comparison with Richards 

equation; application on green roofs 

(Ready for submission) 

 

5.1.1. Introduction 

One of the main purposes of green roofs is the mitigation of the urban runoff peak (Stovin et 

al., 2012; Versini et al., 2016). The effectiveness depends on different factors such as: roof 

configuration (Fassman-Beck et al., 2013), drainage area (Hakimdavar et al., 2014), 

vegetation type (Stovin et al., 2015), and most importantly, the hydraulic properties of the 

substrate. This implies that physically-based rainfall-runoff models are necessary to reliably 

asses the hydrological impacts of green roofs.  

Physically-based models, such as HYDRUS 1D (Šimůnek et al., 2008) used by Hilten et al., 

(2008) and Hakimdavar et al., (2014), or SWMS_2D (Palla et al., 2009; Palla et al., 2011), 

rely on Richards equation (Richards, 1931), usually in combination with van Genuchten – 

Mualem functions (van Genuchten, 1980), which is solved numerically. This kind of approach 

is considered to be the most reliable, and as such, rather useful for designing green roofs. 

However, it appears extremely time-consuming for performing continuous simulations (long 

rainfall series) on larger (catchment) scales, if the domain investigated is not homogenized, 

but treated as a grid of certain resolution, where the hydrological response is calculated for 

each cell of the grid.  This kind of spatial discretization is characteristic for fully distributed 

hydrological models (Ichiba et al., 2018) that are used to treat the spatial heterogeneity of 

(sub)catchment, which is of particular interest for the urban storm water management.   

Besides the mentioned physically-based models, conceptual models are also used for 

estimating green roof hydrological impacts. These models are very efficient and can be used 

for estimating hydrological response of green roofs on a catchment or sub-catchment scale. 

SCS-CN method is common example of such simple model. It is based on the assumption that 

actual retention/potential retention is equal to actual runoff/total rainfall (Getter et al., 2007), 

and is used in SWMM (Carter & Jackson, 2007; Alfredo et al., 2010; Burszta-Adamiak & 

Mrowiec, 2015), etc. Green Ampt is another widely used method (She & Pang, 2010), also 

implemented in SWMM, but not quite suitable for modeling green roofs due to the physical 

assumptions that are found inappropriate for green roof materials. The main assumption of 

this method is a steep wetting front that is not common for highly permeable coarse materials. 

In addition, due to high Darcy filtration coefficients of green roof substrates, saturation is 

rarely reached (for some roofs it is almost impossible), which questions the use of this method 

for such purposes. 

From the aforementioned studies, it appears that a certain intermediate level of simplification 

between the fully physically-based and the mentioned conceptual models is necessary to 

properly assess green roof hydrological impact. Conceptual reservoir-based models seem to 
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match this requirement. By treating a green roof substrate, or other porous medium, as a 

reservoir of certain capacity from which water leaks following either linear, or non-linear 

(power) law, it is possible to numerically/analytically express the drained outflow. The 

concept of a linear reservoir is simpler but less reliable, due to the fact that the water flow 

through a porous medium follows a linear law only at saturation (Darcy’s law). Nevertheless, 

this concept has been widely used for presenting a green roof either with an individual 

reservoir (Versini et al., 2016), or with several linear reservoirs describing different layers on 

the roof (Versini et al., 2015), or by using a cascade of linear reservoirs, which can be 

analytically described (Zimmer & Geiger, 1997). On the contrary, non-linear reservoir (NLR) 

is more physically-based concept that can be also described either numerically (Todini, 1996) 

or analytically with some simplifications (Liu & Todini, 2002). It has been shown that this 

concept can provide a reliable interpretation of the outflows measured on green roofs (Kasmin 

et al., 2010; Locatelli et al., 2014) and river catchments (Todorović et al., 2019). 

In this work the emphasis was put on two goals. First one is to point out the physical basis of 

the NLR concept through the link with Richards law, similarly as done by Hooshyar & Wang 

(2016) in case of the SCS hydrological method. Therefore, the existing analytical expression 

for the leakage from a NLR (Liu & Todini, 2002) has been derived through an analytical 

solution of simplified Richards equation, which is used to point out the limitations of the NLR 

concept.  

This leads to the second goal of this study, to develop more generalized concept that secures 

more reliable interpretation of Richards law - a cascade of NLRs (CNLR). Under the free 

drainage condition, the CNLR model represents an analytical alternative to the standard 

numerical models based on Richards law, and as such it is rather efficient and convenient for 

implementation in fully distributed hydrological models (e.g. MULTIHYDRO - Ichiba et al., 

2018). The CNLR contains multiple reservoirs, where the outflow from one reservoir is the 

inflow to another located below. In order to develop more physically-based model, the 

outflow from each reservoir is described by means of the hydraulic conductivity function 

derived in Chapter 3.2. Besides the parameters related to the soil hydraulic properties, the 

leakage from a CNLR strongly depends on the number of reservoirs in a cascade. Less 

reservoirs corresponds to an almost uniformly distributed water contents along the thickness 

of a soil layer, while more reservoirs simulate a pronounced wetting front, usually related to 

less permeable materials. The CNLR model has been firstly validated through the comparison 

with the standard implicit numerical scheme for solving Richards equation (van Dam & 

Feddes, 2000), which also uses the water retention and the hydraulic conductivity functions 

presented in Chapter 3.2. Furthermore, the model has been tested on the rainfall-runoff 

measurements captured on Green Wave (Versini et al., 2018; Stanić et al., 2019). Impacts of 

vegetation and evapotranspiration on green roofs have not been considered in this work. 

5.1.2. Methodology 

Functions describing the soil hydraulic properties 

In Chapter 3.2 is proposed a new physically-based hydraulic properties model for the entire 

range of matric suctions. The work presented has shown that in case of green roof substrates 
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and similar coarse materials, adsorption mechanism can be ignored at lower capillary-

dominated suctions that are of particular interest from the aspect of hydrological modeling. 

Thus, solely the capillary-based water retention (Se = Se
cap

) and the relative hydraulic 

conductivity functions (Kr = Kr
cap

) are considered in this work (see Chapter 3.2 for more 

details). The water retention function is expressed as follows:  
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where Se is degree of saturation [0 – 1], hk is the suction expressed in water level height [L], 

hk,a is the air entry value [L], while , s and r are the actual, saturated and residual water 

contents [-], respectively. Parameter Df is a fractal dimension of grains [2 - 3] that rates 

gradation of material (the higher the value of Df, the wider the spectrum of grain and pore 

sizes). Equation (5.1-1) is valid for suctions smaller than          [  (     )]
 

    , a 

value of suction at which capillary water is considered to be totally drained (Se(hk,r) = 0). By 

introducing Equation (5.1-1) into Mualem (1976)’s analytical model, the analytical hydraulic 

conductivity function presented in Chapter 3.2 is derived. The obtained function can be 

simplified (see Appendix A4) and expressed in a form similar to the one proposed by Brooks 

& Corey (1964):  

 (  )      
    

                             (5.1-2) 

where Ks is the saturated hydraulic conductivity [L/T], l is Mualem (1976)’s parameter [-] that 

accounts for the pore connectivity and tortuosity (can be both positive and negative), and m is 

a physically-based exponent [-] that depends on (θs - θr) and Df: 
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where Se,x is the fixed value of saturation degree that secures the best overall agreement 

between the original and simplified (Equation 5.1-2) expression. The value of Se,x depends on 

(θs - θr) and Df, and its determination is described in details in Appendix A4. Note that both 

water retention (Equation 5.1-1) and hydraulic conductivity (Equation 5.1-2) functions 

depend on physically-based parameters. 

Physical basis of Non-Linear Reservoir (NLR) concept 

In case of green roofs and similar coarse materials of relatively small thickness H [L], water 

flow is dominantly vertical, with insignificant lateral movement even at slope (see Bengtsson, 

2005).  Similar conclusion was made based on the analysis of in situ measurements presented 

in Chapter 4. Thus, water flow can be described by using a general form of Richards equation:  

  (   )

  
  

  

  
                   (5.1-4) 
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where t is time [T], q is the water flux [L/T] and z is a vertical axis oriented downwards (z = 0 

– top surface; z = H – bottom surface). If the water coming from the external inflow at z = 0 is 

rapidly distributed along H, meaning that the wetting front is not pronounced (assumed to be 

the case for green roofs), Equation (5.1-4) can be integrated with respect to z. Thus, only the 

overall change along H is considered:  

∫
  (   )

  
  

 

 
  ∫   

  
   

                (5.1-5) 

  ( )

  
                         (5.1-6) 

where     is the flux [L/T] at z = 0, while    is the flux drained from the bottom at z = H, and 

(t) is soil water content averaged over H. Equation (5.1-6), which describes the water 

balance, can be transformed into the drainage equation by getting rid of qin. This can be done 

by adding its contribution to the water content at the initial time (acceptable for short time 

intervals t). In this case,  immediately increases from  (     
     

 
), the volumetric 

water content value reached at the end of the previous interval t. Thus, solely drainage 

process is considered afterwards: 

  

  
                               (5.1-7) 

If the free drainage condition (
   

  
  ) is secured at z = H, qd can be expressed through the 

modification of Darcy’s law used for unsaturated conditions:  

     ( ) (
   

  
  )   ( )                 (5.1-8) 

By introducing Equation (5.1-8) into (5.1-7) and by using notation    
      

       
, the following 

is obtained: 

   

  
 (       )    (  )                            (5.1-9) 

If K(Se) is described by means of (Equation 5.1-2), the variables can be separated and the 

change of the effective saturation degree ΔSe during Δt can be analytically expressed: 

∫
   

  
    

        

    
  

 

 (       )
∫   
  

 
              (5.1-10) 

         (    
       

  

 

  

(       )
(      ))

 

      

          (5.1-11) 

Finally, qd over the time interval    is obtained: 

      (       )
 

  
               (5.1-12) 
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The way Equation (5.1-12) has been derived clearly shows that the NLR concept is reliable 

only for relatively small values of H and for materials that are able to rapidly distribute the 

water along H (qd is triggered right after qin). For those materials, the retention properties can 

be reduced to the basic retention capacity level (s - r), without considering the dynamics of 

water release.  

Cascade of Non-Linear Reservoirs (CNLR) - generalization of NLR concept 

In less permeable porous media water is not rapidly distributed along H, which creates 

strongly pronounced wetting front (non-uniform distribution of water contents along H). 

Therefore, Equation (5.1-12) becomes inappropriate due to the over-simplified retention 

properties (retention capacity is not sufficient). To cope with this, a cascade of NLR (CNLR) 

is created, where the number of reservoirs in a cascade dictates the dynamics of water release. 

In the CNLR model, the outflow from one reservoir is the inflow to the next one placed 

below, which is illustrated in Figure 5.1-1.  

 

 

Figure 5.1-1. Illustration of the CNLR concept – procedure for applying for a single time 

interval Δt (example with nres = 4) 

 

The initial saturation degree for each NLR (j = 1 to nres) at the beginning of t is calculated as 

    (  )      ( )      (   ), where     ( ) is the value of saturation degree in reservoir j at the 

end of previous Δt, while     (   ), which is related to the current Δt and reservoir placed 

above (j - 1), is computed using Equation (5.1-11). For j = 1 (top reservoir),     (  )  

    ( )        , where        
     

 (       )
, while for j = nres (bottom reservoir) qd is calculated 

by introducing          into Equation (5.1-12). Note that the standard NLR model is a special 

case of the CNLR model for nres = 1. 
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Figure 5.1-2 illustrates the impact of nres on qd. Clearly, larger nres secures more significant 

peak of qd with stronger delay with respect qin, while nres = 1 (NLR model) provides mitigated 

peak, but qd is triggered immediately after qin. This is because for nres > 1 water needs more 

time to descend from the upper to the bottom reservoir, while for nres = 1 qin immediately 

initiates qd. In all three cases presented in Figure 5.1-2, the total quantity of water drained 

over a longer time period is the same, confirming that nres mainly affects the dynamics of its 

release.  

 

 

Figure 5.1-2. Influence of nres on qd computed using the CNLR model with parameter values 

from Chapter 3.2 (H = 20 cm, s = 0.395, r = 0.045, Df = 2.95, hk,a = 0.9 cm, Ks = 8.11x10
-6

 

m/s, l = -1.35)  

 

In other words, the NLR model assumes suction gradient 
   

  
 to be zero (no wetting front), 

while the CNLR model enables to simulate stronger gradient (pronounced wetting front) by 

adding more NLRs in a cascade.  

Limitation of the CNLR model is that it requires water to be freely drained from the top to the 

bottom, meaning the impact exclusively propagates downstream. Therefore, every NLR in a 

cascade needs to be equally or more permeable than the one placed above, in order to avoid 

the impedance effect which would cause the propagation in the upstream direction.   
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5.1.3. Results 

In order to validate the analytical CNLR approach, it has been first compared with the 

numerical model for solving Richards equation (see Appendix A5), where both models use 

the parameter values describing the experimentally determined hydraulic properties of the 

Green Wave substrate (see Chapter 3.2). The second part is related to the application of the 

CNLR model on real rainfall – runoff measurements captured on Green Wave (Chapter 4.1).  

Comparison between the CNLR model and the Numerical model  

To apply the CNLR model on the Green Wave substrate (parameters taken from Chapter 3.2), 

nres is adjusted to secure the best agreement between the outflows computed by means of the 

CNLR model and the numerical model (both models are implemented in Matlab). This is 

done for a 3 h long constant inflow qin = 20 mm/h, as illustrated in Figure 5.1-3. To cope with 

qd simulated using the numerical model (dashed line), the CNLR model requires nres = 13 

(black solid line) for the same values of model parameters taken from Chapter 3.2. Results 

obtained using the CNLR model and the numerical model match almost perfectly, while those 

related to the NLR (dash-dotted line) are significantly different.  

 

 

Figure 5.1-3. Comparison between qd values calculated using the NLR model (dash-dotted 

line), the numerical model (dashed line), and the CNLR model with nres = 13 (solid line), for 

the constant 3 h long inflow qin = 20 mm/h. All models use parameter values taken from 

Chapter 3.2 (listed in the caption of Figure 5.1-2)

 



 

143 

 

 

Figure 5.1-4. Comparison between the wetting fronts obtained by using the NLR model (dash-

dotted line), the numerical model (dashed line), and the CNLR model with nres = 13 (solid 

line)  
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For the same values of inflow and model parameters, in Figure 5.1-4 are presented 

distributions of water contents along H (wetting front) at different time steps, obtained using 

the three mentioned models. The NLR assumes uniform distribution of  along H (dash-

dotted line), which deviates significantly from the distributions computed using the CNLR 

model (solid line) and the numerical model (dashed line). Note that in case of the CNLR 

model, θ(z) is computed for each of 13 reservoirs, based on the calculated Se. Clearly, the 

hydrological behavior of the Green Wave substrate in its initial state (model parameters taken 

from Chapter 3.2) cannot be properly described with a single nonlinear reservoir (the NLR 

model). On the contrary, the CNLR model interprets results of the numerical model quite 

well. For t < 3 h (Figure 5.1-4a, b, c, d) water is firstly accumulated in the upper layer ( (z = 

0) increases), after which it starts to descend progressively towards the bottom (z = H). At t = 

3 h (Figure 5.1-4d), qin becomes zero and the substrate stars to drain. At t = 3.34 h (Figure 

5.1-4e),  (z = H) is close to its maximal value, which corresponds to time when qd peak is 

reached in Figure 5.1-4. After that, the overall decrease in both (z) (Figure 5.1-4f) and qd 

(Figure 5.1-4) can be observed. 

Application of the CNLR model on the real rainfall-runoff data  

The concept of CNLR has been also tested on the rainfall-runoff data monitored on a large 

part (3511 m
2
) of Green Wave. In Figure 5.1-5, rainfall intensities (30 s time discretization) 

measured by PWS100 disdrometer (Gires et al., 2018) installed next to Green Wave, have 

been used as qin (blue solid line). As described in Chapter 4.1, qd is measured based on the 

water level change in the storage unit (15 s time discretization), and it is presented with grey 

filled dots in Figure 5.1-5. The measurements presented cover the period between 15
th

 and 

26
th

 of January, 2018, with the total amount of rainfall of 60 mm. As the presented event 

occurred in winter, the evapotranspiration is ignored. 

Black solid line presented in Figure 5.1-5 illustrates qd computed using the CNLR model with 

nres = 13 and parameter values presented in Figure 5.1-4 (or Chapter 3.2). As previously 

explained, these results describe the hydrological behavior of Green Wave in its initial state. 

On the contrary, red solid line is the result of the CNLR model after adjusting values of 

parameters (nres = 6, Df = 2.63, r = 0.01, Ks = 1.5x10
-4

 m/s, while the rest are the same as in 

Chapter 3.2) to secure the best agreement between the computed and measured qd. Thus, it is 

assumed that these results correspond to the current state of the Green Wave substrate. As 

illustrated in the Figure, red solid line fits quite well to measurements (Nash-Sutcliffe 

coefficient is equal to 0.82), while black solid line shows rather poor agreement. 
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Figure 5.1-5. Comparison between the measured qd (dots), the CNLR model that uses 

parameter values from Chapter 3.2 (black solid line) and the CNLR model whose parameter 

values are manually adjusted (red solid line) to provide the best agreement with measured qd. 

Input for the CNLR model is the measured rainfall intensity qin (blue solid line) 

 

Significant difference between two results (two sets of parameters) can be related to the 

flushing of fine substrate particles that are accumulated in the drainage conduits. This is a 

general problem with green roofs, as reported by Berndtsson (2010) and Li & Babcock Jr 

(2014). Since fines are no more filling the voids between coarse grains, pore sizes have 

increased and their distribution became more uniform, which implies reduction of Df (from 

2.95 to 2.63) and increase of Ks (from 8.11x10
-6

 m/s to 1.5x10
-4 

m/s). Also, r is strongly 

related to the quantity of fine particles. Thus, it is assumed to be also reduced (from 0.045 to 

0.01). The aforementioned modified soil properties describe substrate with less pronounced 

wetting front compared to the Green Wave substrate in its initial state, leading to a reduced 

number of reservoirs  in the CNLR model (from nres = 13 to nres = 6).  

The main advantage of the CNLR analytical model is its computational efficiency. 

Computational time required for a continuous simulation such as the one presented in Figure 

5.1-5, is two orders of magnitude lower than in case of the numerical model. That, in 

combination with the proved physical background, establishes the CNLR model as a good 

basis for hydrological simulations on urban catchment scales. Also, if implemented in fully 

distributed hydrological models, the CNLR model gives the possibility to efficiently treat the 

spatial heterogeneity at such scales. 
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5.1.4. Conclusion & Perspectives 

The main goal of this work is to point out the physical basis of the proposed CNLR (Cascade 

of Non-Linear Reservoirs) model which extends the application of the standard NLR (Non-

Linear Reservoir) model, and helps to replace, in some cases, time-demanding numerical 

models based on Richards law. This work shows that the link between the NLR concept and 

Richards law clearly exists in case of highly permeable and thin substrate layers, where water 

is freely drained from the bottom. For such materials water retention properties are reduced to 

the basic retention capacity level, and the analytical solution describing the leakage from the 

NLR is derived. However, the NLR model is not suitable for substrates where water is not 

rapidly distributed along the substrate thickness, but progressively descends towards the 

bottom. In such case, the CNLR model with an optimal number of reservoirs compensates for 

the over-simplified retention properties of a single NLR, simulating properly the dynamic of 

water release, and hence the outflow from a substrate’s bottom.    

According to results, the proposed CNLR model with an optimal number of reservoirs is able 

to accurately and significantly faster interpret numerically computed outflows from a 

substrate, if free drainage is secured at substrate’s bottom. Comparison between the CNLR, 

the NLR, and the numerical model is done for a constant inflow, where all three models use 

the same parameter values (taken from Chapter 3.2) describing the Green Wave substrate in 

its initial state. For such material, the best agreement between the CNLR and the numerical 

model is obtained if using a cascade of 13 reservoirs, while the standard NLR model shows 

significantly different results.  

The CNLR model has been also compared with monitored rainfall-runoff data captured on 

Green Wave. The agreement between the simulated and measured data is rather good, but the 

best fitting parameter values deviate from those presented in Chapter 3.2. The main reason for 

this is assumed to be the flushing of a significant amount of fine substrate particles during the 

past years, which causes more uniform distribution of pore sizes, increased saturated 

hydraulic conductivity, and lower residual water content. All this leads to a reduced number 

of reservoirs in the CNLR model, as well. The main contribution of the presented CNLR 

model is its computational efficiency which is proved to be more than two orders of 

magnitude higher than in case of the standard numerical models based on Richards law.  

In future work, the CNLR model and its application should be improved in several aspects. 

Firstly, the link between the optimal number of reservoirs in a cascade and the parameters 

describing the soil hydraulic properties needs to be defined. Secondly, different layers of 

green roof should be included into consideration (vegetation layer, substrate layer, drainage 

layer), creating thus the conditions that correspond better to properly maintained green roof. 

Finally, under the free drainage condition at green roofs bottom, this model can be 

implemented into a fully distributed hydrological model to efficiently treat the spatial 

heterogeneity of green roofs at larger (catchment) scales. This can improve the assessment of 

hydrological impacts of this type of Natural Based Solutions. 
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6. Conclusions & Future work 

6.1. Conclusions 

In order to better understand and predict hydrological performances of green roofs, in terms of 

their abilities to retain and mitigate urban runoffs, it was necessary to investigate different 

properties of green roof substrate at different scales. Detailed investigation was carried out 

from the scale of the specimen used in laboratory conditions, up to the scale of a single green 

roof (Green Wave in this case), while the physically-based link between scales was obtained 

by means of the UM theoretical framework. The work presented here provides several new 

contributions: 

1. A new experimental device and new inverse analytical methods for measuring the 

hydraulic conductivity of unsaturated medium through a multistep suction test. By 

means of a high precision pressure transducer and a specially designed overflow 

system, the apparatus provides accurate measurements of the transient outflows 

initiated by imposing a suction step, allowing for an accurate determination of the 

water retention curve. In addition, two inverse methods to account for the specific 

boundary conditions of the apparatus enabled a reliable and convenient determination 

of the hydraulic conductivity function, based on the analysis of the outflows time 

series.  

The determination of the retention and transfer properties of the Green Wave coarse 

volcanic material using these apparatus and methods appeared to be relatively efficient 

(about 10 days for both properties), simple and robust, with no specific and financially 

demanding equipment required. Thanks to that, accurate and convenient experimental 

investigations at small scales (REV) are provided to hydrological scientists.  

2. New analytical soil properties functions accounting for the heterogeneity of a porous 

medium. These models are derived by analyzing the scaling behavior of the soil 

density indicator field, obtained using X-ray CT, by means of the UM framework 

which enables to relate the grain size distribution and the hydraulic properties of the 

material investigated. This is an useful tool for predicting the water retention and 

hydraulic conductivity curves of the material based on its grain size distribution and 

other basic physical characteristics (bulk density, grain density, porosity) that can be 

easily measured. The proposed approach has been validated through the 

experimentally determined physical and hydraulic properties of the Green Wave 

substrate, as well as some published experimental data of other soil types.     

3. A detailed monitoring system of the different water balance components (rainfall rate, 

change of water content and drained discharge) at the roof scale, and a novel 

application of the Universal Multifractal framework on the obtained measurements for 

assessing behavior of green roofs. Besides the standard rainfall-runoff ratio, the 

temporal variabilities of the provided data are characterized by means of Universal 

Multifractals, giving further insight into the in situ behavior of green roofs in terms of: 

i) its ability to mitigate strong fluctuations coming from rainfall, and ii) the impact of 

roof inclination on the lateral water movement.  
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4. A new analytical hydrological model based on the concept of a cascade of non-linear 

reservoirs, with the hydraulic properties previously described within the UM 

framework. The validity of the model was confirmed through the comparison with the 

traditional numerical solving of Richards equation, and with the drained outflows 

monitored on Green Wave. The model proved to be reliable and significantly faster 

than usual numerical models, making it quite convenient for designing green roofs, 

and also for simulating hydrological responses at larger scales through the 

discretization of the green roofs areas.   

Finally, it can be concluded that using the material basic physical properties, such as the grain 

size distribution, bulk density, grain density and porosity, it is possible to estimate with some 

uncertainties the hydraulic properties of materials used for covering green roofs, and thus to 

predict their hydrological impact using the new proposed hydrological model. This can help 

designers to narrow the range of materials considered as adequate for covering green roofs, 

but also to more accurately estimate the hydrological impacts of green roofs on the scale of a 

catchment, by rasterizing its area. This way the abilities of green roofs to meet the regulations 

given by the local authorities in charge of the storm water management can be assessed with 

better accuracy. Note that, for the final selection of the material used as a green roof substrate, 

it is recommended to carry out the experimental investigation of the soil hydraulic properties, 

which can be done efficiently using the methodology developed in this work.   

6.2. Future work 

In order to upgrade the work presented and to make it more useful for engineering practice, 

the following remains to be done: 

1. To account for the effects of vegetation, firstly at small scales. In this work, vegetation 

was not considered, even though it may have an important influence on the 

hydrological performances of green roofs. In the case of Green Wave, a few 

centimeters thick vegetation “carpet”, provided by SOPREMA 

(https://www.soprema.fr/fr/sopranature), was placed on a 20 cm thick substrate layer. 

Like for the substrate, the hydraulic properties of the carpet were experimentally 

determined during this project, through the multistep suction experiment. However, 

the water retention and hydraulic conductivity curves determined are associated with 

the mixture of roots, leaves and sandy particles contained in the carpet, making it 

difficult to determine some basic soil properties such as the GSD and porosity. Also, 

the micro-structure of the carpet does not include only pores and grains, but also the 

roots, which prevents to fully follow the presented approach founded on the analysis 

of density fields, and thus requires some modifications. This is a work remaining to be 

done in the near future, which will also enable to model a green roof medium as a two-

layered material consisting of a substrate and a vegetation layer. Finally, this can be 

helpful to get more realistic predictions of green roof hydrological responses at 

different scales. 

2. To further analyze the monitored in situ (roof scale) spatial heterogeneity of water 

content, so as to enable a more realistic simulation of in situ conditions using the fully 

https://www.soprema.fr/fr/sopranature
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distributed models. In this work, emphasis was put on the temporal variabilities of 

water balance components at the roof scale, while the spatial distribution of water 

content was considered solely in the context of a roof inclination effect. For 

performing UM two-dimensional analysis at roof scale, more than 16 water content 

sensors are required, which can be rather costly. 

3. To investigate the link between the physically-based parameters in the proposed 

CNLR model (especially the fractal dimension of grains) and the adequate number of 

reservoirs used in a cascade. This can be also rather helpful when accounting for the 

spatial heterogeneity, since the number of reservoirs securing reliable simulation of 

water flow can be determined directly based on the soil properties defined at a specific 

domain.    

4. To account for the evapotranspiration effect. Evapotranspiration can be also simulated 

using the model developed here. Instead of providing positive inflow data 

(precipitation rate) as a boundary condition on the top soil surface, negative values 

indicating water loss due to the evapotranspiration need to be defined. 

Evapotranspiration can be introduced in relation with vegetation, but also with water 

content assessment during dry periods. However, these values cannot be measured 

directly (as in the case of precipitation), but indirectly through the measurement / 

calculation of different energy balance components. This is the topic of another 

ongoing thesis (Castellanos Díaz et al., 2019), the results of which can be combined 

with those obtained in this work. 

5. To introduce the proposed hydrological model into the fully distributed rainfall-runoff 

model called MULTIHYDRO (Ichiba et al., 2018). In this way, the spatial 

heterogeneity beyond the largest scale investigated here (roof scale) can be efficiently 

simulated by rasterizing the domain investigated, where each cell of the raster has 

slightly different characteristics (described with model parameters) that correspond to 

those observed in situ. This certainly affects the final outflow obtained by superposing 

individual hydrograms from each cell that are computed using the analytical CNLR 

model proposed in this work.  
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Appendix 

A1: Derivation of Gardner’s method 

Gardner’s method is based on both Richards equation (A1-1) and the Terzaghi-Fröhlich 

consolidation equation (Equation 2.2-1). In 1D condition with vertical water flux, as in the 

case of Stanić et al. (2019)’s experimental device, Richards equation writes as follows: 

       

  
  

 

  
(     (

        

  
  ))               (A1-1) 

where z is defined by a vertical axis oriented upwards (z = H – top surface; z = 0 – bottom 

surface), t is time [T], θ is the volumetric water content [-], and K(hk) the hydraulic 

conductivity [L/T]. The effects of gravity are accounted by the term + 1 in the right side, that 

accounts for the changes in hydraulic conductivity with respect to z. 

Integration of Richards equation according to z, and multiplication with specimen cross-

sectional area A [L
2
] gives a simple water balance equation:        ⁄      , where Q(t) is 

expressed as the multiplicative of A and the flux at the specimen bottom (z = 0):  

            (
        

  
|
   

  )                      (A1-2) 

Since the change in volume V(t) is measured during the suction step outflow test, Equation 

(A1-2) should be integrated with respect to time (from 0 to t):  

       ∫      (
        

  
|
   

  )  
 

 
                        

(A1-3) 

Based on the representation of hk (z, t) elaborated in the main text, the gradient 
        

  
|
   

 

can be presented as:  

        

  
|
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           (A1-4) 

where 
          

  
    corresponds to hydrostatic conditions (equilibrium state) established at 

t = 0. By using Equation (2.2-1) to describe         , the derivative presented in Equation 

(A1-4) at z = 0 can be expressed as: 

 
        

  
|
   

    
    

  
∑  

               

  
  

                         (A1-5) 

As explained in the text, Gardner’s method assumes D(hk) = const. and C(hk) = const. along 

the imposed suction step (Δhi), leading to K(hk) = D(hk)C(hk) = const. over the same Δhi. 
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Based on this and by using Equation (A1-6) to describe the suction gradient at specimen 

bottom, Equation (A1-3) can be presented in the following form: 

                
    

  
∑ ∫  

               

  
  

 
   

                     (A1-6) 

giving, after solving the time integral in equation (A1-6): 

                 
 

  
∑

 

  ( 
               

  
    ) 

                               (A1-7) 

Since the total water volume drained is                      and 
 

  
∑

 

  
 
         

 , Equation (A1-7) can be transformed into the final form of Gardner’s method described with 

Equation (2.2-2) in the main text. 
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A2: Kunze & Kirkham’s graphical method 

Kunze & Kirkham’s solution is graphically presented through various curves showing the 

changes in V(t)/V∞ with respect to the variable Λ1
2
D(hk)t/Hs

2
, in which parameter Λ1 is the first 

solution of the equation aΛn = cot(Λn) (a is the ratio between the impedance of the ceramic 

disk and that of the specimen). The various curves correspond to various values of parameter 

a (see Figure A2-1). By shifting theoretical curves along the time axis (top x-axis in Figure 

A2-1), the curve that shows the best agreement with experimental data (presented in the form 

V(t) / V∞ versus t) is chosen to define the value of a. A reference time tRP is also graphically 

determined for Λ1
2
Dt / Hsoil

2
 = 1 (arrow in Figure A2-1). Kunze & Kirkham (1962) remarked 

that only a portion of the experimental data corresponded to the theoretical curves, so they 

recommended to rather fit the curves at small times. Based on the chosen value of a, the 

corresponding value of Λ1
2
 is adopted from the table presented in Kunze & Kirkham (1962), 

and used to calculate diffusion coefficient as D(hk) = Hs
2 

/ Λ1
2
tRP and the hydraulic 

conductivity as K(hk) = D(hk) Δθ/Δhi.  

In Figure A2-1 is presented an example that illustrates some level of subjectivity of this 

graphical method. If one follows the recommendation to fit only a portion of measurements 

(circles) at small times with theoretical curves (Figure A2-1a), curve a = 0.2 (solid line) 

seems to best match, as seen in log-log scale (left graph of Figure A2-1a). On the contrary, a 

time logarithmic scale (Figure A2-1a - right) gives better insight on the overall agreement, 

showing a significant deviation between the curve a = 0.2 and measurements for t > 1000 s. 

By shifting the family of curves to the left (reducing trp), the best agreement over the entire 

range of t is obtained for a = 10 (solid line in Figure A2-1b - right), which is however not 

observable in log-log scale (left graph in Figure A2-1b). In addition, the deviation between 

different theoretical curves becomes less observable for higher a values (stronger impedance), 

which makes choosing the adequate curve even more difficult (e.g. a = 10 and a = 1000 are 

almost overlapping – Figure A2-1b). 
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Figure A2-1. Correspondence between measured data (circles) and theoretical curves 

presented in log-log scale (left graphs) and time logarithmic scale (right graphs); (a) 

theoretical curves (and axis Λ1
2
D(hk)t/Hs

2
) are shifted from trp = 1E+4 s (initial position) to 

trp = 3925 s to obtain the best agreement with data at small times (a = 0.2 – solid line); (b) 

best overall fit between data and curves is obtained for trp = 2750 (a = 10 – solid line) 

 

 

 

 

 

 

 

 

 



 

164 

 

A3: Analogy with the dry sieving method 

The analogy between Equation (3.1-8) (the up-scaling approach) and the dry sieving method 

can be derived under the following assumptions:  

1. Three-dimensional space is considered (E = 3) since the dry sieving method is based on 

the grain masses.  

2. All grains have the same shape and density ρs.  

3. A discrete number of sieves is used, and hence the size of voids on each sieve follows the 

size of voxels L1(λn-i) at different λn-i, where i = [0 ÷ n].  

The total mass of the specimen (Mtotal) is placed on the cascade of sieves arranged in a 

descending order (the largest void size is on the top, while the smallest one is on the bottom). 

If all grains are distributed on the corresponding sieves i = [0 ÷ n], it can be assumed that 

those staying on a certain sieve have diameter equal to the size of sieve voids. Therefore, the 

following can be written for i = 0:  

                       ∑                 
  

                   (A3-1) 

where CV is the volume shape coefficient [-] (for cube CV = 1, for sphere CV =  / 6), 

         is the number of grains [-] that stay on the sieve of void size          [L] ( j = 0 ÷ 

n). Since grains that stay on the sieve       are assumed to have identical diameters,       
  

can be pulled outside the sum, and the following is obtained:  

                      
 ∑         (

        

      
)
 

 
                    (A3-2) 

  
          ∑         (

        

      
)
 

 
                     (A3-3) 

where   
        is the cumulative number of grains equal to or larger than              . 

Following Equation (A3-2), the cumulative mass of all grains equal to or larger than          

can be expressed as the following:  

                          
 ∑         (
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                (A3-4) 

  
            ∑         (
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                   (A3-5) 

By introducing Equation (A3-3) into (A3-2) and Equation (A3-5) into (A3-4), the GSD can be 

expressed as: 

                
             

           
                       (A3-6) 
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Note that   
          and   

        correspond to  (                
   ) and 

 (                 
   ) in Equation (3.1-8), respectively, while 

        

      
 

  

    
. Therefore, 

Equation (A3-7) is identical to Equation (3.1-8) for E = 3, just in a discrete form. 
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A4: Simplification of hydraulic conductivity function 

Having on mind that capillarity dominantly affects water retention and water transfer 

properties of green roof substrates, K can be reduced to K
cap

 (Equation 3.2-10) and Se to Se
cap

. 

In order to simplify Equation (3.2-10), it was decided to express 

  ((      ⁄ )
    

 (        ⁄ )
    

) (  (        ⁄ )
    

)⁄  as Se
m
 (both F and Se

 
take 

values between 0 and 1), where exponent m needs to be a function of physically-based 

parameters used in Equation (3.2-10). By using Equation (5.1-1), F can be regrouped and 

presented as a function of Se: 

      ((    
       

           
)

    

    
  ) ((

 

           
)

    

    
  )⁄             (A4-1) 

The best agreement between F(Se) and Se
m

 can be obtained by using the minimal quadratic 

difference as the criterion function f:  

           
                     (A4-2) 

If the first derivative of Equation (A4-2) with respect to m is equal to zero, the following is 

obtained: 

  

  
  [        

 ] *
      

  
   

       +                 (A4-3) 

Note that 
  

  
   because       does not depend on m, and thus Equation (A4-3) can be 

expressed as the following: 

    
 [        

 ]                         (A4-4) 

Equation (A4-4) is equal to zero for: i)      and     , which is independent of m; ii) 

[        
 ]   , which is of interest here. Based on ii), the following expression is 

obtained: 

  
         

      
                                   (A4-5) 

After introducing Equation (A4-1) into Equation (A4-5), Equation (5.1-3) is obtained. Since 

both       (Equation A4-1) and Se
 m

 are equal to zero for Se = 0, and to 1 for Se = 1, they need 

to cross each other at some point where       = Se
 m

 (f = 0 - see Figure A4-1).  
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Figure A4-1. Iterative process for determination of the optimal Se,x value 

 

For obtaining the best overall agreement between two functions, it is necessary to find the 

optimal crossing point Se,x (see Equation 5.1-3) that secures identical maximal f values for Se 

< Se,x and for Se > Se,x (see Figure A4-1 - top). If these values are met at Se,1 and Se,2, the 

following can be written: 

| (    )   (    )|                       (A4-6) 

where err is the absolute difference [-] that is close to zero (err = 1x10
-6

 adopted in this 

work). Since f reaches maximal value for both Se,1 and Se,2, the following can be written:  

  

   
|
       

                                (A4-7)  

  

   
|
       

                    (A4-8) 

By using Equations (A4-6) – (A4-8), Se,x can be determined iteratively, in the following way. 

After assuming the initial value of Se,x, m(Se,x) is calculated by using Equation (5.1-3), and 
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function f (Equation A4-1) is determined. Values of      and      are then implicitly calculated 

from Equations (A4-7) and (A4-8), and the validity of Equation (A4-6) is checked. If the 

condition is satisfied, the calculation is stopped and the temporary Se,x value is adopted, while 

in the opposite case Se,x is slightly changed and the procedure is repeated. Since the optimal 

Se,x > 0.5 for all relevant values of (θs - θr) and Df, it is recommended to adopt Se,x = 0.5 as the 

initial value, and to increase it slightly in every iteration until the optimal value is reached. 

The value of increment should decrease as Equation (A4-6) approaches to err in order not to 

overestimate the optimal Se,x.  
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A5: Numerical scheme for solving Richards equation – Finite 

Differences Method 

Standard numerical scheme for solving Richards equation by using finite differences method 

(van Dam & Feddes, 2000) can be presented as following: 
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     )          (A5-1) 

Where fluxes       
      and       

      can be presented as: 
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             (A5-5) 

In Equation (A5-1) element (    
          

       ) is introduced as the mass conservation 

parameter which becomes insignificant as the convergence progresses. Index j is related to the 

space discretization [1 to N], i to the time discretization and p to the iteration level. Also, by 

introducing factor e [0 to 1] which is related to the time interpolation, it is possible to use fully 

implicit (e = 0), explicit (e = 1), or semi-implicit scheme (0 < e < 1). In this work e = 0 is 

used, while for e = 0.5 the Crank-Nicolson scheme is obtained. Soil hydraulic properties can 

be described using Equations (5.1-1) and (5.1-2), and hence   
   (    

 ) and   
  

    

    
(
    

 

    
)
    

. 

In case of green roofs, two boundary conditions are mostly interesting: defined flux on the 

soil top surface and free drainage condition at the bottom. For j = 1 we have       
      

     (sign minus indicates the negative value of flux), and thus Equation (A5-1) can be 

presented as: 
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   )           (A5-6) 

On the contrary,       
         

             
           

  for j = N, and 

Equation (A5-1) becomes:     
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Note that Δz / 2 is used for both boundary conditions (Equations A5-6 and A5-7), because 

uniform space discretization is applied. The proposed numerical scheme can be presented in a 

vector form, similar as presented in van Dam & Feddes (2000). 
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impedance effect; (b) suction step 4 – non-constant suction increment; (c) suction step 

11 – same as in (b) 
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Figure 2.2-5. Change of hydraulic conductivity of the coarse substrate with respect to 

increased suction obtained using 3 different methods: Kunze & Kirkham’s method 

(squares), Gardner’s method (triangles) and methods developed in this work (circles). 

Hydraulic conductivity values obtained by analyzing volume change measurements at 

larger times (Equation 2.2-3) are presented with blue symbols 

Figure 2.2-6. (a) Poorly graded sand (data from Wayllace & Lu, 2011); top - Suction change 

at specimen bottom, at contact with ceramic disk, bottom – measured outflow (circles) 

compared with calculated values from different methods (indicated on the Figure); (b) 

Undisturbed silty clay (data from Wayllace & Lu, 2011): same as in (a) 

Figure 3.1-1. Eight horizontal ρ
ind

(λn = 1024) fields analyzed in this work (vertical distance 

between two consecutive planes is ≈ 1.6 cm) 

Figure 3.1-2. Change of the two-dimensional ind
(λ) field (Horiz. plane 4 in Figure 3.1-1) 

with λ at: (A) λ = 128; (B) λ = 64; (C) λ = 32; (D) λ = 16; (E) λ = 8; (F) λ = 4. 

Figure 3.1-3. Comparison between the probability of exceeding i) a resolution dependent 

threshold 
 (Equation (3.1-1) – different dashed lines for different values) and ii) a 

fixed threshold value       
         (Equation (3.1-11)- solid line). UM parameter 

values are related to the Horizontal plane 4 (see Table 3.1-1 later in the text): C1 = 

2.23x10
-2

, α = 1.67 

Figure 3.1-4. Scaling of statistical moments for eight ind
( fields presented in Figure 3.1-1 

Figure 3.1-5. Moment scaling functions K(p) obtained by applying TM technique on eight 

horizontal ind
( fields presented in Figure 3.1-1 (different solid lines) and eight 

vertically oriented ind
( fields (dashed lines) 

Figure 3.1-6. Behavior of the proposed GSD model when changing values of: a) C1; b) α; c) 

      
   ; d) dg,min. Initial parameter values (solid line in each graph) are C1 = 1.85x10

-2
, 

α = 1.3,       
         and dg,min = 1x10

-3
 mm 

Figure 3.1-7. Comparison between: A) Equation (3.1-12) applied on the Horizontal plane 4 

(L = 60 mm,       
        , λn = 1024, C1 = 2.23x10

-2
, α = 1.67), Equation (3.1-8) 

applied on the same field (      
        , λn = 1024), and truncated experimental GSD 

data (dg ≥ 50 μm); B) Equation (3.1-12) applied on eight         fields presented in 

Figure 3.1-1 (L = 60 mm,       
        , λn = 1024, while α and C1 are presented in 

Table 3.1-1), and truncated experimental GSD data (dg ≥ 50 μm); C) Equation (3.1-

12) (same as in B) just for dg,min = 1 μm) and the full-range experimental GSD data (dg 

≥ 1 μm) 

Figure 3.1-8. Comparison between the experimental GSD data (GW substrate – squares; 

ASCL – circles; YCL - diamonds) and Equation (3.1-13) (solid lines) and Equation 

(3.1-14) (dashed lines). The adjusted values of C1 and α (Equation 3.1-13) and Df,PSF 

(Equation 3.1-14) are presented in Table 3.1-2 

Figure 3.2-1. Procedure for determination of the fractal dimension of white pixels (ρind
 = 

const. > 0). Resolution λ of the binary image decreases starting from (A) to (F) by 

factor 2. Axis of each image indicates the number of pixels in two orthogonal 

directions that correspond to λ 
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Figure 3.2-2. Empty and filled dots illustrate the representations of white and black pixels 

that are counted at different λ of Figure 3.2-1; Solid and dashed lines illustrate the 

change of white and black pixels, respectively, according to the fractal-based 

approach presented 

Figure 3.2-3. Comparison between the proposed model and the water retention (top graph) 

and hydraulic conductivity (bottom graph) experimental data taken from Stanić et al. 

(2019b) 

Figure 3.2-4. Comparison between the proposed model and 6 data sets from the literature. 

Top graphs present water retention data, bottom graphs hydraulic conductivity 

functions, all with respect to suction changes 

Figure 3.2-5. Comparison between the proposed model and 3 additional data sets from the 

literature. Left-side graphs deal with water retention data, whereas right-side graphs 

deal with hydraulic conductivity functions with respect to changes in water content 

Figure 4.1-1. The Blue Green Wave monitoring site of ENPC: (a) pictures, (b) vertical 

representation and flow path lengths, (c) aerial representation showing the monitored 

area, and (d) profile of the section where the water content sensors were implemented 

indicating the slopes 

Figure 4.1-2. Vertical profile of the Green Wave structure 

Figure 4.1-3. Comparison between Topp Equation (black solid line) and experimentally 

determined correlations between ka and for the Green Wave substrate, for different 

levels of compaction obtained in laboratory conditions 

Figure 4.1-4. Validation of the application of Manning-Strickler equation for estimating 

drained discharge based on the measurements of water level inside the drainage pipe 

Figure 4.1-5. Location of the water level sensors in the stormwater network 

Figure 4.1-6. Relationship adjusted between the water level H1 and the downstream discharge 

Q2 

Figure 4.1-7.  Rainfall and computed discharges for the whole time period 

Figure 4.1-8.  Rainfall and Dielectric Constant  for 16 TDR sensors 

Figure 4.2-1. Example of an one-dimensional multifractal field (time series) 

Figure 4.2-2. Dependence of c(γ) (top row) and K(p) (bottom row) on UM parameters α and 

C1. Dashed line is related to α = 2, solid line to 0 < α < 2 and dash-dotted line to α = 

0. Concerning parameter C1, three cases are presented: a) C1 is approximately zero; 

b) C1 takes value between 0 and E; c) C1 takes maximal value E. Values of the 

maximal observable singularity γs and the corresponding ps are marked in the graphs 

Figure 4.2-3. Legendre transform 

Figure 4.2-4. Trace Moment (TM) technique (dashed line represents the mean value) 

Figure 4.2-5. Double Trace Moment (DTM) technique (dashed line represents the mean 

value) 

Figure 4.2-6. Configuration of TDR sensors in case of: a) events 1 and 2; b) event 3 

Figure 4.2-7. Data of the rainfall intensity I (top subplot), dielectric constant ka (15 subplots 

in the center corresponding to 15 TDR sensors) and drained discharge Qd (bottom 

subplot) captured during event 1 (07.03.2018) 
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Figure 4.2-8. Scaling of the average statistical moments of order p (<
p
>) applied on data of 

event 1. Subplots are distributed the same way as in Figure 4.2-7, with the following 

symbols representing values of <
p
> for: ▼ (p = 3.0), ▲ (p = 2.5), ■ (p = 1.5), ♦ (p 

= 1.01), + (p = 0.1) 

Figure 4.2-9. Empirical K (p) functions obtained for rainfall intensity, dielectric constant 

increments and discharge increments data (event 1) 

Figure 4.2-10. Results of DTM technique applied on data of event 1 – log(<
η)p

>) versus 

log(. Subplots are distributed the same was as in Figure 4.2-7, with the following 

symbols representing values of <
η)p

> for p = 1.5 and: ♦ (η = 2.84), ● (η = 1.87), x 

(η = 1.23), + (η = 0.81) 

Figure 4.2-11. Results of DTM technique applied on data of event 1 - log(K(p,𝜂)) versus 

log(𝜂) obtained from results presented in Figure 4.2-10. Subplots are distributed the 

same was as in Figure 4.2-7, where solid line in each subplot indicates linear part of 

the graph from which characteristics UM parameters are determined 

Figure 4.2-12. Comparison between the empirical K(p) curves (solid lines) taken from Figure 

4.2-9, and Equation (4) computed by means of αTM, C1,TM (dashed line) and αDTM, 

C1,DTM (dash-dotted line). Subplots are distributed the same was as in Figure 4.2-7 

Figure 4.2-13. Data of the rainfall intensity (top subplot), dielectric constant (8 subplots in 

the center corresponding to 8 TDR sensors) and drained discharge (bottom subplot) 

captured during event 2 (11.11.2017) 

Figure 4.2-14. Empirical K(p) functions obtained for rainfall intensity, dielectric constant 

increments and discharge increments data (event 2) 

Figure 4.2-15. Comparison between the empirical K(p) curves (solid lines) taken from Figure 

4.2-14, and Equation (4) computed by means of αTM, C1,TM (dashed line) and αDTM, 

C1,DTM (dash-dotted line). Subplots are distributed the same was as in Figure 4.2-13 

Figure 4.2-16. Data of the rainfall intensity (top subplot), dielectric constant (9 subplots in 

the center corresponding to 9 TDR sensors) and drained discharge (bottom subplot) 

captured during event 3 (25.08.2017) 

Figure 4.2-17. Empirical K(p) functions obtained for rainfall intensity, dielectric constant 

increments and discharge increments data (event 3) 

Figure 4.2-18. Comparison between the empirical K(p) curves (solid lines) taken from Figure 

4.2-17, and Equation (4) computed by means of αTM, C1,TM (dashed line) and αDTM, 

C1,DTM (dash-dotted line). Subplots are distributed the same was as in Figure 4.2-16 

Figure 5.1-1. Illustration of the CNLR concept – procedure for applying for a single time 

interval Δt (example with nres = 4) 

Figure 5.1-2. Influence of nres on qd computed using the CNLR model with parameter values 

from Chapter 3.2 (H = 20 cm, s = 0.395, r = 0.045, Df = 2.95, hk,a = 0.9 cm, Ks = 

8.11x10
-6

 m/s, l = -1.35) 

Figure 5.1-3. Comparison between qd values calculated using the NLR model (dash-dotted 

line), the numerical model (dashed line), and the CNLR model with nres = 13 (solid 

line), for the constant 3 h long inflow qin = 20 mm/h. All models use parameter values 

taken from Chapter 3.2 (listed in the caption of Figure 5.1-2) 
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Figure 5.1-4. Comparison between the wetting fronts obtained by using the NLR model (dash-

dotted line), the numerical model (dashed line), and the CNLR model with nres = 13 

(solid line) 

Figure 5.1-5. Comparison between the measured qd (dots), the CNLR model that uses 

parameter values from Chapter 3.2 (black solid line) and the CNLR model whose 

parameter values are manually adjusted (red solid line) to provide the best agreement 

with measured qd. Input for the CNLR model is the measured rainfall intensity qin 

(blue solid line) 

Figure A2-1. Correspondence between measured data (circles) and theoretical curves 

presented in log-log scale (left graphs) and time logarithmic scale (right graphs); (a) 

theoretical curves (and axis Λ1
2
D(hk)t/Hs

2
) are shifted from trp = 1E+4 s (initial 

position) to trp = 3925 s to obtain the best agreement with data at small times (a = 0.2 

– solid line); (b) best overall fit between data and curves is obtained for trp = 2750 (a 

= 10 – solid line) 

Figure A4-1. Iterative process for determination of the optimal Se,x value 
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