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Abstract

The main objective of this thesis is to charactetize hydrodynamics of shallow urban lakes to bette
understand its influence on spatial and temponahldity of phytoplankton biomass through highdreency
measurements and three-dimensional numerical nieglello achieve this objective, two experimentabgt
sites were investigated: Lake Champs-sur-Marnemallsand shallow urban lake in France, and Lake
Pampulha, a medium-sized and shallow urban reseindrazil.

The research shows that a calibrated three-dimegisitydrodynamic model and an ecological modelgusin
high-frequency monitoring are essential for undarding shallow lakes hydrodynamic and the tempemdl
spatial behaviour of phytoplankton and cyanobaatdti was highlighted strategies to assess spatidl
temporal variability of cyanobacteria biomass armvhrelevant is to understand lake dynamics for
management purpose and the importance to well idesttre mixing and stratification and to measue th
external forces for appropriate temporal and spdtiaamic based in ecosystem modelling approacthin
research it was studied two different lakes. Thst ftudy site was Lake Champs-sur-Marne, a snnall a
shallow urban lake that was formed during sandaektin quarry. The lake does not have water infioat
renews the water accumulation. It is filled maibjygroundwater, flowing from the water table of tiesarby
Marne River. The second study site was Lake Pamapallmedium-sized and shallow urban reservoir. Lake
Pampulha is an artificial reservoir that is filleg 8 tributaries, with a residence time of 89 d@msidering

the annual mean inflow). Both lakes have problenis wyanobacteria blooms. Lake Champs-sur-Marne is
frequented by children from a nearby urban areaglvew water recreational activities in the lakeehbeen
repeatedly banned in the summer because of pdteatith risks caused by toxic cyanobacteria blodrake
Pampulha was built for many purposes, includingnidng water supply. However, due to an intense
urbanisation process in the lake catchment fronl8#9s on, the lake water quality and ecologicakstvas
severely compromised resulting in a hypereutropbservoir, leading to the interruption of drinkimgter
provision from the 1980s, with frequent cyanobaatblooms. During the last years, the municipadit3elo
Horizonte (PBH) spent millions of reais to recotles water quality of Lake Pampulha.

In the French lake, a three-dimensional hydrodyoaamd ecological model was calibrated using high-
frequency measurements of chlorophyll-a, tempesatumd water velocity. The chlorophyll-a was meadur
at 1.5 m depth. The water temperatures were mahatiirface (0.5 m), middle (1.5 m) and bottorb (8)
depths. The velocities were measured with a deptbe of 0.45 m from the surface to 2.7 m at théobat
After the model calibration the phytoplankton bebavwas verified through scenarios with differentrient
concentration using the ecological model and aaid®nusing a tracer concentration to evaluate thelw
influence.

The Period 1 (lasting 7 days, from®23une 2015 to 30June 2015, corresponding to 159 hourly values for
each depth) was used to evaluate hydrodynamichenghytoplankton considering transport simulatisraa
conservative tracer. Periods 2 (lasting 14 dagsnft3 July to 27 July 2015, corresponding 342 lyowalues

for each depth) and Period 3 (lasting 19 days, fidnduly 2016 to 01 August 2016, corresponding5e 4
hourly values for each depth) were selected tamarcoupled hydrodynamic and ecological model.deefi
(lasting 19 days, from 19 September 2016 to 12 l&t@016, corresponding to 567 hourly values fahea
depth) was used to assess the measured and cadcuidbcities. The temperature at three measurpthsle
was validated for all of the four periods.

The research carried out in Lake Champs-sur-Manoe/ed that:

v High-frequency monitoring enables an analysis eftitgh temporal variation of biomass in the lake
and the influence of different external forces gdradynamic behaviour;

v' The three-dimensional model Delft-3D was useful the analysis of the influence of lake
hydrodynamics on phytoplankton concentrations gradial heterogeneity;

v Alternation and duration of mixing and stratificati conditions and the complex hydrodynamic
functioning of the lake could be represented bytlinee-dimensional model;



v' The three-dimensional model can help to improve ladonitoring design, highlighting regions with
different behaviour;

v' Mathematical modelling is a great tool to simuldifferent scenarios in cases where there are field
data gaps;

v" The measurements and simulations showed that th@diynamics of Lake Champs-sur-Marne are
very unstable and dynamic. The lake reacts rajidtyintensely to meteorological forcing. However,
the three-dimensional hydrodynamic model was ableepresent these complex hydrodynamics
behaviour;

v' The measurements and simulations showed thatkballzes not have velocity stratification in terms
of power frequency. It was shown that, the velobaaviour was very similar and presented a strong
correlation with wind intensity, in which wind intsity of 3.0 m/s may impact the entire vertical
column, therefore, being important mnoco meteorological station.

In the Brazilian lake, the three-dimensional hygraimic model Delft3D-Flow was calibrated and vaiedh
using high-frequency temperature measurementscdlif@ation period lasted 18 days, froni"Iday to 03¢

June 2016, corresponding to 440 hourly data fon eae of the four respectively depths: surface (9).52.5
m, 5.5 m and bottom (9.5 m). The validation periasted 16 days, from 29May to 14" June 2016,
corresponding to 388 hourly values of water tempeesfor each of the same four depths. A secoridatabn

period lasted 88 days, from%1May to 10" August 2015, corresponding to 2107 hourly valf@ssurface
(0.5 m) depth was also simulated.

The research carried out in Lake Pampulha showatd th

v" The main sensitivity parameters to calibrate tleerttal behaviour of the lake are the Wind factor and
Dalton coefficient;

v High-frequency measurement with hourly time steddetect sudden changes of water temperature
with different amplitudes depending on the deptti asing three-dimensional model it was possible
to investigate the cause of sudden changes in dbertwemperature;

v' The three-dimensional model, associated with highitfency measurement, showed that detecting
colder freshwater current and knowing the timeetggry throughout the deeper layer of the lake may
contribute to implement and leverage restoratichrigues and support water management for urban
lakes that have hypoxia condition at the bottortheflake;

v A three-dimensional model could accurately repredtie alternation of stratification and mixing
conditions along all simulated period, allowing aeder analysis of a shallow tropical lake
hydrodynamics

As shallow urban lakes have been the subject ofhmass study, this research could add important
contributions to knowledge about the influence ydrodynamics on phytoplankton behaviour in shaléowl
urban lakes. It was shown that shallow lakes ang mstable and react strongly and rapidly to metmical
forces. Phytoplankton biomass displays high hetaregies in space and time that result in high deriy

to be able to measure its behaviour. Using a thimensional model, it was shown that hydrodynamlag

an important role to better understand algal bloams scum formation. This study shows that a catidat
and validated three-dimensional hydrodynamic armloggcal model using high-frequency monitoring is
essential for understanding water quality in slalloban lakes. Otherwise, using the results of rigle
suggestions could be made to improve the curremitorong locations to better elucidate cyanobaateri
behaviour. Therefore, these scientific contributicare promising to help in assessing and measere th
distribution and resuspension of nutrients, sediatemn, and pollutants in lakes, and for understamnd
phytoplankton blooms more broadly.

Keywords: Shallowurban lakes; phytoplankton; cyanobacteria; lakedgghamics; high-frequency
measurements; three-dimensional model.
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1. INTRODUCTION

The general scientific context of this thesis wal presented in this initial chapter alongsideltfectives.

1.1. General scientific context

Lakes and reservoirs in metropolitan areas proriday ecosystem services. They are frequently [haineo
urban stormwater drainage network and also offenym@creational activities. They contribute to the
landscape composition and the quality of life feighbourhoods and users. Urban lakes are incrégpsing
recognized as essential biotypes for maintainimdogical continuity and for supporting biodiversityurban
and peri-urban areas.

In France, the majority of urban lakes are of @itif origin, either stormwater retention basinsasra result

of quarrying activities, especially sand extracti@atherine, 2009). Around Paris (also known adlthee-
Franceregion), 99% of the lakes measure less than O%ikrarea, many of them are used for leisure and
recreation activities such as swimming and sailisgs Lake Champs-sur-Marne, which is the firsecgtudy

in the present research.

In Brazil, many large cities were developed arolakes or were equipped with a reservoir, such aariea
reservoir in Brasilia, the capital of Brazil; Gugiranga and Billings reservoirs in the city of SZaulo, built
in the beginning of the 20century for drinking water and hydropower purposesdrigo de Freitas,
Jacarepagua and Tijuca lakes in Rio de Janeirocdiggo lake in Florianopolis; Mundaul lake in Mageid
among others. All these lakes and reservoirs dranjras is Lake Pampulha in Belo Horizonte, whicthée
second case study in the present research.

Environmental changes at a local scale, withinrtivaitersheds, and at a global scale are affedtiegvater
quality and ecological functioning of urban lak&sr¢h and McCaskie, 1999; Friese et al., 2010; uinket

al., 2017), resulting in an increase in phytoplankbiomass and the occurrence of potentially toxic
cyanobacteria and health risks (Davidson et all62Ho and Michalak, 2015; Johnk et al., 2008).
Cyanobacteria concentrations and algal toxin leeéds provide ecological information for lakes &l
estimate of how the main stressors are impactkeg daiality (NLA, 2012; European Parliament and Giilyn
2000a; WHO, 1998).

Among all organisms that compose the phytoplanktotake environments, cyanobacteria are the most
problematic regarding public health because ofrttweiic potential (Beniston, 2004; Huisman et aDQ5;
Johnk et al., 2008; Silva, 2014). Cyanobacteri@i® represent a high risk to human health and @sizno
costs for several water uses, especially for dnigkvater (Codd et al., 1999; Hitzfeld B C et aD0@; Shimoda
and Arhonditsis, 2016). According to WHO (2003),lues higher than 5Qg/L of cyanobacteria are
considered critical to human health. Neuro and totépxins released by some cyanobacteria speciesateme
paralysis and liver damage. Livestock deaths amdadmuillnesses associated with cyanobacterial tdxave
already been reported in many countries (ChorusBarttam, 1999). Greater attention should be gieen
urban lakes due to human exposure to toxins otak@esurface.

Several of the most important toxins of cyanobaatare concentrated in surface blooms, resultingcum
formation (lbelings et al., 2003). The productiohcganobacterial toxins mainly happens after a imloo
formation and accumulation on the surface. Codal.€1999), pointed out higher toxin productionveater
surface. Cyanobacteria concentration varies inasarblooms events. According to Ibelings et al080
when the concentration at the surface water exckedsC/m? (about 20Qg/L), a surface bloom is assumed
to be present. It is paramount that processes goggthe spatial and temporal distribution of pipjémkton,
particularly of cyanobacteria, are studied and ustded.
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Phytoplankton and cyanobacterial dynamics are nigtiafluenced by their biological properties, lalgo by
environmental factors such as water quality, hygnaghics, nutrient availability, in addition to metelogical
conditions, such as solar radiation, wind andeairderature.

The major factors that determine phytoplankton ghowphysical-chemical and biological processes are
nutrients, solar radiation, water temperature arazigg (Phlips et al., 2002; Reynolds, 1998; Vamigo
1984). Water temperature impacts phytoplankton ayaasuccession and community composition (Elliott,
2012; Grimaud et al., 2017; J6hnk et al., 2008ip3hdt al., 2002; Reynolds, 1998; Van Donk, 198#gdn-
Leite and Casenave, 2019). Thermal stratificatimh@longer residence time of the water withinléke can
boost the phytoplankton production. Due to low tlelnce, lake ecosystems can provide the required
conditions for phytoplankton species and water riteition. Changes in the distribution of phytogaom
suggest a response to the dynamics of the surfae@tayer and to lateral advection (Huang et2416; Li

Wei et al., 2013; Liu et al., 2014; Wang et al.120Wu et al., 2013, 2010). Lateral advection, c#d by
wind-driven current, is one of the main factors teuse biomass accumulation in specific areasalseum
formation (surface blooms). Water mixing events eha major impact on the vertical turbulence and
temperature structure, affecting phytoplankton eyahobacteria developments (Johnk et al., 2008)s,Tén
understanding of water circulation and its intexfere on water quality bears great importance (Li-Kual.,
2017; Qin et al., 2015; Wu et al., 2015; Zbsii and Ziemiska-Stolarska, 2017).

As most urban lakes are small and shallow, thegtrsmongly and rapidly to external hydrologicaldan
meteorological forces. As a consequence of thikweability, the hydrodynamic processes in shallakes
are complex. Understanding the hydrodynamic preseasd their influence on the ecological staterbfu
lakes is of great importance. Wu (2013), highlightee need to investigate the influence of shortite
hydrodynamics on cyanobacteria in shallow lakesthascomplex cyanobacteria motion in natural water
bodies are poorly understood.

The ecological state of a lake is determined bysja®)-chemical and biological indicators (Qi et 2018; Xu

et al., 2001). Interactions on lakes occur all diaersystem at all-time scales: from chemical reastwithin
seconds, through phytoplankton growth in day-nigides, to population density changes over seazods

the interannual variability in the appearance aral disappearance of phytoplankton species (Khat. et
2018). Not only such dynamics develop within tt@im rhythm, but they are also disturbed and infaed

by other factors. Therefore, high-resolution andhHrequency measurements are necessary to better
understand them. However, high-resolution and fiiguency monitoring are very rare, especiallyriral

and shallow urban lakes, the focus of this research

Currently, fluorometric probes are available foytaplanktonin situ monitoring, providing an estimation of
phytoplankton biomass through high-frequency meament of chlorophyll-a (Chl-a) fluorescence. It is
possible to detect specific classes of phytoplanktiorough the spectral signature of their pigment
fluorescence. Chl-a fluorescence is measured thragitation at one or more specific wavelengths.
However, measured values depend on the water ¢bdstics (interference of coloured dissolved ofigan
matter), the algal species (different pigment cotstethe age of the population, stage of growtt scze) and
the measuring device design. Such sensors arevgitable for field monitoring, but they also presmany
limitations and uncertainties (Catherine et al12McQuaid et al., 2011; Silva et al., 2016). Aart review
(Zzamyadi et al., 2016) demonstrates that the poesef Chl-a among other phytoplankton in a mixed
population could lead to an error of 2% to 600%ndfitu fluorescence measurements.

The main characteristics that hinder an accuradexaaningful monitoring of the phytoplankton biossass
well as the identification of toxin-producing spexi are the great heterogeneity of space-time lE®ma
concentration and measurement interferences. How&rd-a has been widely used as a phytoplankton
biomass proxy, because it is simpler and faster titler methods.

Considering the complexity of lake ecosystems (@sfig small and shallow urban lakes), reliable
mathematical models supported by high quality messants are valuable tools to organize and quantify
ecological knowledge. Modelling studies aiming tadarstand phytoplankton groups are of utmost
importance, as evidenced by the increase in studiesrecent years (Ledn et al., 2005; Li-Kun et2017;

Qin et al., 2015; Shimoda and Arhonditsis, 2016).
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Coupling phytoplankton modelling with monitoringaisvay to understand ecological behaviour anddhbeal
factors of phytoplankton growth and behaviour. Matlatical models can also help to better develop
monitoring programs due to their contribution indarstanding the processes and environmental factors
involved, predicting the time and space distributaf phytoplankton (Zhang et al., 2017). Mathenatic
models may help lake managers by providing infoiomafior better management of lake ecological proisle
(Birch and McCaskie, 1999). Due to the complex egialal and hydrodynamic behaviour of lakes, witghhi
heterogeneity in space and time, three-dimensioaels play an important role in better understagaill

of the processes involved (Gong et al., 2016; §aoak et al., 2017, 2018; Zhiski and Ziemiska-Stolarska,
2017). Three-dimensional models help to understamt predict lake ecosystem behaviour in response to
external pressures, like climate forcing, nutrikxading, and pollutant input (Chanudet et al., 2E2elyn
Aparicio Medrano et al., 2013).

Monitoring and modelling the evolution of phytopkéon and cyanobacteria biomasses still involvesyman
uncertainties (Li-Kun et al., 2017; Robson, 2014jn®da and Arhonditsis, 2016). Impreciseness of the
measured data values coupled with uncertainty dagguhow representative they are of water conditjpose

a challenge when modelling phytoplankton behaviour.

Hydrodynamic modelling provides a better understampdand evaluation of the spatial and temporal
heterogeneity of the distribution of phytoplanktbromass. An accurate representation of temperature
stratification is of particular significance in rdgting the vertical transport of nutrients, phyé&kton, and
oxygen (Boegman et al., 2003; Goncalves et al..62@rimaud et al.,, 2017; Simpson et al., 2015).
Hydrodynamic behaviour changes the distributioploftoplankton biomass in response to the dynaniics o
the vertical layers and lateral advection. Theftake hydrodynamics modelling plays a large imoteacking

and better understanding phytoplankton blooms anthdormation (Prakash et al., 2007).

Several mathematical models are available and mséef different modelling approaches. The majarig
deterministic equations to describe the physicahtbal and biological processes involved, wherdhsro
models use a statistical approach as an alternadiweaprove the weak predictive power of deterntiais
models. Nonetheless, the better modelling appraaelaluate phytoplankton behaviour in lakes depemd
specific objectives and data availability. Modddliall processes involved in phytoplankton behaviequires

a large amount of data and parameter configuratiich are not always available. Hence, in thigaesh,
different modelling approaches were addressed thilpurpose of evaluating the potential and apipilita

of each. Using hydrodynamic simulation and cougigdrodynamic and ecological simulation in different
scenarios will be analysed to improve the knowlealge the influence of the hydrodynamic of shallakels

in ecological behaviour.

1.2. Thesis objectives

The main objective of this thesis is to charactetize hydrodynamics of shallow urban lakes to bette
understand its influence on spatial and temponaakidity of cyanobacteria biomass through highgfrency
measurements and three-dimensional numerical nieglello achieve this objective, two experimentabgt
sites were investigated: Lake Champs-sur-Marnemallsand shallow urban lake in France, and Lake
Pampulha, a medium-sized and shallow urban regearvBirazil.

The two main reasons which led to the selectioth@de specific lakes were: (1) they are study sitesajor
research projects in France and in Brazil, respelgti and (2) they are quite diverse regarding nrbad
climate contexts, as well as the availability ofnitoring data. The contrast between these two sagies
offers a rich opportunity for model testing andesséng main lake hydrodynamic and ecological betatyi

Based on these two study sites, Lake Champs-sunéMarf-rance and Lake Pampulha in Brazil, the Valhg
sub-objectives were addressed:

v" Show the importance of high resolution and higlyfiency measurements to better understand
shallow lakes hydrodynamics and phytoplankton ajahabacteria biomass distribution in time and
space;
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v' Use and analyze the capability of a three-dimemsimwdel to describe the influence of hydrodynamic
and weather conditions on shallow lakes to bettdetstand their relation to cyanobacteria dynamics;

v Identify a modelling tool able to support water mgement decision-making at a urban scale.

The main hypothesis of the thesis is that hightfeggry measurement and three-dimensional modediifayy
to better access the influence of hydrodynamig/anobacteria biomass dynamic in shallow lakes hatla
calibrated three-dimensional model helps to imprineeexisting and future monitoring programs.

In the French lake, a three-dimensional hydrodynaamd ecological model that uses mathematical
optimization for phytoplankton growth was calibihend verified using high-frequency measures.

High-frequency monitoring of temperature was usedahalyze external forces and their influence on
alternation and duration of mixing and stratificaticonditions (one of the main processes that casttihe
phytoplankton production in favour of cyanobacteridigh-frequency measurements of chlorophyll-a and
vertical profiles performed during campaigns wesedi to evaluate and assess model performance in
representing phytoplankton behaviour and grougsilgiigion.

Water velocity was measured using ADCP (Acoustiper Current Profiler) technology. The measured
period was also simulated and a model performagsesament was carried out using spectral analysis.
Additionally, the measured and simulated valueswerrelated to wind intensity to evaluate the lasponse

to this external factor. Due to the high influeéavind, different wind scenarios were performee@taluate

the influence on the hydrodynamics of phytoplankiehaviour.

Due to the high importance of nutrient concentratio phytoplankton growth and the large amount of
information necessary (normally not completely klde) to correctly simulate all physical-chemieald
biological processes, a calibrated three-dimensigpi@mization model was used to evaluate phytdtiam
growth behaviour using a range of nutrient coneiuins.

In the Brazilian lake, a three-dimensional hydraatyic model was calibrated and validated using high-
frequency measurements. Due to the absence oWwinflater temperature information, methods to eseémat
hourly values were evaluated. Based on mathematid@lators, the best one was used to set thennflater
temperature. High-frequency measurement of tempEstwere combined with the modelling result to
evaluate the influence of meteorological externatihg and lake morphology on the thermal behavaddine
lake at different depths.

This doctoral research was embedded at LEESU-ENR@n¢e) within OSS-Cyano research project
supported by ANR (French National Research Agefayl.ake Champs-sur-Marne from April 2016 to July
2017, and from August 2017 to the end of 2019 aREH-MG (Brazil) with MoMa-SE research project for

Lake Pampulha, supported by CAPES and ANA (BraziNational Water Agency).
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2. LITERATURE REVIEW

Taking into account the current research on thawehof phytoplankton and cyanobacteria in shalloban
lakes, a literature review was performed on thie¥dhg subjects: (i) Main hydrodynamic processetake
ecosystems; (ii) Phytoplankton and cyanobacterlake ecosystems, in order to describe the prosdhsae
are important in their spatial and temporal disititn; (iii) Phytoplankton and cyanobacteria moriitg, in
order to present the main techniques and methaets arsd their advantages and limitations; (iv) Tremm
phytoplankton and cyanobacteria modelling approzaelne results were surveyed in the literature gsinere
are many different approaches and mathematical Isid@® The regulatory context of lake water qualas
the regulatory requirements of urban lake manageutiéer with each region, a survey of the main evat
guality indicators was performed and their relewatacthe concentration of phytoplankton and cyaotaye;
(vi) Urban lakesin order to know the specificities and problemgoimed in their ecosystems; (vii) and (viii)
A review of the previous research performed in ezfche studied lakes, respectively.

2.1. Main hydrodynamic processes in lake ecosystems

The main physical governing principles of lake wat®tion are the conservation laws of mass, monmentu
and energy, all these statements have the formalahbe laws. A balance equation in continuum plyisia
computation for the change in content, over a tedamain, of an extensive physical quantity (Einst2009).

Concerning lakes hydrodynamic, it can be descrilyethe Navier-Stokes equations. Its equations artap
differential equations for the velocity, pressuimperature, and mass concentrations of differaaets
(sediment, nutrients, salinity and others). Comsngethe diffusion processes of actives or passtvaser
substances the transport equation of mass shalbelsonsiderate. To arrive at partial differenti@ations
for the variables its relations for molecular andulent fluxes and for the turbulent energy praidecmust
be established.

In the mathematical formulation, boundary conditioust be established. These conditions are nédltonce
because, due to external factors, water surfadesnd@nd evaporation occurs. At the bottom and@lake
shore, boundary conditions must also be formulataas, the non-uniformity in topography must reeeiv
attention. At the lake bottom one usually assuneeslip or sliding over the basal surface. In thstfcase the
bottom is material, in the second it is not, butitiage vanishes (Hutter, 1984a).

When setting the equations, it is normal to asswomime simplifications, such as the shallow water
approximation in which lies the hydrostatic equagiand Boussinesq assumption. The Boussinesq aisamp
supposes that density differences are small, exabph they appear in terms multiplied by the gsavit
acceleration. One implication of this assumptiothis classical incompressibility assumption. Thallskv
water approximation implies further simplificatidhge most significant is in the turbulent fluxesathich the
momentum equations reduce to only two horizontahmonent equations. This simplification has some
limitations, not properly representing zones of aftwwg and downwelling. Thus, vertical velocitiesist be
small in comparison to horizontal velocities (HuttE984a).

Waves in lakes are primarily generated by extemmateorological forces. Gravity waves arise throtigh

action of gravity on water. They often have londaration period and larger wavelengths compareteo
water depth. The rotation of the Earth introdubesQoriolis force, acting at right angles to thiouity vector

which leads to the existence of inertial or rotatieaves (Hutter, 1984b). Gravity waves are impabtethe

earth rotation, in general, the bigger the lak&e,anmost significant is the impact. Short surfaeees are the
response of the water lake to wind force actingtrifouting to the upper layer turbulence. Theiripds are

seconds, and their wavelengths small as comparthe iwater depth.

Hydrodynamic of lakes deals with the identificatiohthe impacts of external factors (wind, inflovatsr,
solar radiation, precipitation) in water and pardée matter movement. External factors that impadiulence
on the lake water are wind intensity, precipitatiand water inflow (Li Wei et al., 2013; Wang et &017;
Wu et al., 2013). Meteorological forcing providednare complete picture of the lake's dynamic respsn
(Mortimer, 1984).
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Sharip et al. (2018) concluded that the major factbat impact hydrodynamic of lakes and its citioh
pattern may have distinct variation between wiriginlg, inflows from tributaries or convective matiaue

to water temperature gradient under low wind coowlitThe thermal stratification condition of lakgpically

has an upper layer in which the mean density isdod/the water temperature is high, and the de€pgst

with higher mean density and lower temperature. frhasition zone is generally narrow and vertical
temperature gradients are strong. The upper layealled epilimnion, the lower layer hypolimniondatine
transition zone metalimnion. The location of thegé&st mean temperature gradient is referred as the
thermocline.

The hydrodynamic patterns, due to mixing eventgeoperature gradient in agreement with forcinghef t
atmospheric, may also be affected by continuougradion of water. Wherein, water pump and higher
evaporation rates can significantly impact and aropater level in a lake. Even the water turbiditgy affect
the water circulation, because reduction of s@dration in vertical depth profile, increase suefeemperature
that induces vertical density gradient. Shariple(2918) concluded that in Bera Lake located indyaia,
during the night, at the deeper area of the lalemer temperature moved to shallower area at tHacsy
while cooler water in the shallow areas move todeeper areas at the lake bottom. The flow charaite
due to thermal forcing is strongly influenced bg thertia of the water, presenting a lag of a fewrk between
the surface heating and the movement of the witenismith et al., 1990). Current velocities induded
differential temperature gradient were reportedveen 1.6 and 2.0 cm/s (Monismith et al., 1990) hfdo
2.8 cm/s (Lovstedt and Bengtsson, 2008).

In an environmental ecosystem the unsteadinedgedbtcing acting in a water body will not act golation
and the spatial and time variation associated wagographic effects, makes the lake hydrodynamic an
intriguing and complex concern. This pattern oiflmay be of significance to the ecology of a lgkesenting

a formidable task to a numerical representatiobérger and Petterson, 1989). Cyanobacteria cortiemis

and algal toxin levels provide ecological infornoatifor lakes and an estimate of how the main stiresse
impacting lake quality (NLA, 2012; European Parlarmand Council, 2000a; WHO, 1998).

2.2. Phytoplankton and cyanobacteria in lake ecosystenand they relation with hydrodynamics

In freshwater, phytoplankton refers to small (0200 pm) unicellular organisms. These micro-orgasis
have very low mobility and follow the motion of weatcurrents and the wind. They may interfere inewat
turbidity when high in density (WHO, 2003b).They arot individually visible to the naked eye, noripal
only noticeable when colonies are formed, which loarvarious colours, including green (Chlorophytd a
Euglenophyta, rich in chlorophyll a and b), blug/&@@ophyta, rich in phycocyanin), brown (Bacillatigpa,
Chrysophyta and Dinophyta, rich in xanthophylls),red (Cryptophyta, rich in phycoerythrin). Thubet
pigments analysis may be used to phytoplanktortifiteation.

Cyanobacteria are a subset of phytoplankton, ladtife specific traits: some of the characterisifdsacteria
and some of eukaryotic algae. They contain photbgyic pigments and additional pigments, such as
phycocyanin—a blue-green pigment—and phycoerythaimed pigment (Andrew Brierley, 2017). Toxins
produced by some cyanobacteria may cause harmniarhinealth due to freshwater uses (water supply,
bathing, fishing, among others) (J6hnk et al., 2008us, in lake environments, among all of theaoigms
which compose phytoplankton, cyanobacteria arenbst problematic in terms of public health.

Toxins can be classified according to their modeacfion, such as hepatotoxins (etgicrocystines,
nodularines, and cylindrospermopsifje neurotoxins (e.g.anatoxine-a and saxitoxine} skin irritants
(lipopolysaccharidegs and others (Huisman et al., 2005). These haralgdl blooms (HABs) are a critical
source of concern because they affect not onl¢ladth of a population and water ecosystem, buiféhand
economy of a region.

Like other algae, cyanobacteria are photoautotmomhganisms, producing their food via the use of
chlorophylls (and other pigments), to fix carboraagtarch through the process of photosynthesis.
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Cyanobacteria are one of the very few groups aduigisgns in which some of the genus can fix (or, Veotf)
inert atmospheric nitrogen into an organic formghswas nitrate or ammonia. Cyanobacteria reproduce
asexually and photosynthesis also plays a vitalimpdrtant role in their reproduction and growth.

Shimoda and Arhonditsis (2016), highlighted that titerature on phytoplankton and cyanobacteria has
dramatically increased over recent years (2010-20¥ annual number of publications suddenly sbare
1991 and has continued to grow (Merel et al., 2013)

This growth in interest should continue becaugb®increase in the frequenaf/bloom events. For instance,
June to September 2003, one of the hottest sunimErgope (5 °C higher than the local average)ylshioe
interpreted as a warning sign and a potentiallyartgmt cause which can increase the incidence rofifoa
algal blooms (Beniston, 2004; J6hnk et al., 2008).

According to Ibelings et al. (2003), several of tmest important toxic biomasses of cyanobacteria ar
concentrated in scum (surface blooms). Therefoeggrthining which factors influence blooms and scum
formation will be closely considered here.

Many species of freshwater algae may proliferatéeqatensively in eutrophic (i.e., nutrient-ricijaters.
However, they do not form dense surface bloomaf3@s some cyanobacteria species do, such as:

(a) Microcystis;
(b) Aphanizomenon; and,
(c) Planktothrix.

Cyanobacteria concentration varies in scum evéetording to Ibelings et al. (2003), when the coricaion
at the surface layer exceeds 10 gC/m? (aboup@l0), a surface bloom (scum) is assumed to be ptese

Increased competitiveness between Microcystis ahdrascum-forming cyanobacteria occurs due to the
buoyancy capacity, due to changing environmentaditmns, based on the following three mechanisms
(Konopka, 1982; Reynolds et al., 1987; Bormans.e1899):

(a) Collapse of gas vesicles under rising turgesgure;

(b) Kinetic regulation of gas vesicle synthesisdell growth relative to gas-vesicle productioregt which
induces changes in buoyancy;

(c) Accumulation of photo-synthetically fixed carbim the form of glycogen.

The dynamics of cyanobacteria in lakes are hentefaddressed, alongside the biological, physicad, a
chemical processes that are involved in their bielav These lake processes may present horizonthl a
vertical heterogeneity due to external factorshsag wind, heat exchanges, and river inflow (Joéinél.,
2008), which also contribute to thermal stratificat in which the water temperature also affecess¢h
processes (Bormans et al., 1999).

The interaction between algae dynamics and nutci@mtentration are very complex, due to the faat ey
correlate to variations in water temperature, soaiation intensity, nutrient value and hydrodyim@am
processes (Gong et al., 2016).

During surface bloom formations, a population obymnt cyanobacteria accumulates in a distinct secam
the lake surface in the absence of wind mixing.sehgward-floating buoyant cyanobacteria can foemsé
blooms on the water surface (Zohary and Robar@&);1@isser et al., 1996).

Surface blooms (scums) only occur in condition®wf water turbulence and high algal biomass (Li \&tei
al., 2013). External factors that impact turbulencethe vertical column of lake water are wind gy,

26



precipitation, and water inflow. Wang et al., (ZDtoncluded that surface blooms are able to pexsdls a
wind intensity of less than 3.1 m/s. Wu (2013) doded that wind events greater than 6.0 m/s resttte
vertical mixing of algal biomass and an eventuabhgpearance of surface blooms, and Liu et al. (2014
concluded that wind intensity of 4.0 m/s leadseisent resuspension. Missaghi et al., (2016) cofed that
water turbulence controls growth and vertical disttion.

Thus, mixing events had a major impact on vertitabulence and temperature structure, affecting
phytoplankton and cyanobacteria development. Jéhak, (2008) analyzed the influence of artificigking
processes on Lake Nieuwe Meer (Netherlands). Witliceal mixing, thermal stratification generally
disappeared within a few days, in addition to therbtystis population becoming efficiently suppexssThe
authors, however, suggested that Microcystis pdipuls were even stronger during the following perio
without artificial mixing. Such behaviour, reportég Johnk et al. (2008), shows the complexity dela
management and decision making which leads tofantiefe improvement of water quality.

During periods with no artificial mixing processas Lake Nieuwe Meer (Netherlands), Microcystis heat
concentrations near the water surface of 30 tdrB@st higher than near the thermocline, an indioatiat
many Microcystis cells floated upwards when theingxprocess was not active. During events of ardfi
mixing, phytoplankton concentration was homogenéotise vertical direction. Due to this observatitake
managers decided to induce permanent mixing. Tti@esialso concluded that the Microcystis incresdse
occurred due to high water temperatures, excedtimg@ptimum temperature for diatoms and green algae
combined with rapid sedimentation caused by rediaadzlilent mixing. Diatoms and green algae showed a
weaker response to the intermittent mixing regifrtés result points to the relevance and influenckale
thermal behaviour on algae blooms, which can eaglyonitored and indicate lake mixing events. Zéiao
al. (2013), used the lake water temperature tbcak and validate the hydrodynamic model.

Khac et al. (2018), through high-frequency monitgrinotices that cyanobacteria are one of the dambin
groups of phytoplankton blooms throughout laketsitation periods. The conditions for water column
stratification are identified by Huber et al. (2032 an increase in incident radiation and air &xeoire with

a decrease in wind speed. Shimoda and Arhond&6is5) highlight that, in freshwater, water temperats
an important regulatory factor for phytoplanktoml@yanobacteria growth rate. Rinke et al., (20@@ctuded
that light and water temperature are the main factblowever, during low external forcing, biolodica
processes also represent significant effects (Goegat al., 2016).

Johnk et al. (2008) calibrated the growth rate aasp related to temperature for diatoms, greeregkyad
Microcystis. They show that Microcystis has a loweximum specific growth rate than diatoms and gree
algae at temperatures below 23°C. Nonethelessighehwater temperature, the specific growth réte o
Microcystis shows a strong increase. This resuitvegs the crucial relation of interspecies comjmetitvith
water temperaturd-igure A1 (Annex) shows the effect of temperatumehe maximum specific growth rates
of Microcystis, diatoms and green algae. Howeveim@ud et al., (2017) highlight that the growtheratirve
depends on the way that the biomass is measureédhainif Chl-a concentration is used, the grovatie curve
will be biased, especially due to the capacity bytpplankton to adapt their pigment when tempeeatur
changes.

Phytoplankton phenology indicates that thermali§ttation of the water column is also determinamngsome
cyanobacteria dominance. In shallow lakes, intesisgtification extending over more than three weeks
favoured the dominance of cyanobacteria (Hubel. e2@12). The genus Anabaena seems to be favdmyred
strong stratification and a stable water columncakding to the data analysis, the author conclutietl
nutrients are an important variable for cyanobaaitdominance. However, lake stratification is teason for
the duration and intensity of bloom and scum foromatThis shows the importance of lake hydrodynamic
related to weather variability concerning cyanobeaatbehaviour.

Melo et al. (2017), evaluated the impacts of aquenf water scarcity on a metropolitan drinking evat
reservoir named Serra Azul, located in the Soutmeggon of Brazil. The reduction of water volunmethe
reservoir changed its vertical thermal behavioesulting in the loss of the warm monomictic chagastic
during the drought period. Thus, the fluxes of aligsd oxygen and nutrients could impact the pragitgtof
drinking water in the reservoir, due to the potntiegradation factor for water quality, creatingsk to the
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urban water supply. Lee and Biggs, (2015) analysad hypereutrophic urban water supply reservong a
showed that thermal stratification reduces nutrtemmsport from hypolimnion into the photic epilimn
region and limits hypolimnion aeration, concludihgt thermal and hydrodynamics impact algal pradact
Mixing episodes of the water column in lakes oeresirs may also affect the availability of nutrigm the
surface layer (Silva, 2014).

In the literature, some conclusions about cyanabiEctgrowth behaviour are contradictory, especially
regarding vertical distribution. This may occur daehe difficulty in determining the predominampesies,
their characteristics and the high complexity ef@ps competition. A few conclusions are drawn eomag
nutrients and cyanobacteria biomass in the follgvgaragraphs.

Paerl and Otten (2016) concluded that the prolif@naof nitrogen-fixing cyanobacteria species osalme to
an unbalanced stoichiometric ratio in favour of ghtworus. Another Microcystis characteristic is dhbdity
to sequester both dissolved inorganic forms obgin (DIN; as N@ and NH*) and organic forms, including
urea, amino acids, and other high molecular wedgignic compounds.

Experiments (Berman and Chava, 1999) without intigautrient intake generally shows a dominance of
Microcystis in the end, which tends to confirm ttias species is particularly competitive for N &rdesources
when deficient (Paerl and Otten 2016). Vilas et (@018) highlight that blooms of nitrogen-fixing
cyanobacteria occurred under nitrogen limitationrirdy the growing season and thermal stratification
condition. According Kolzau et al. (2014) concetitna ratio below 18.5 for TN:TP indicates nitrogen
limitation.

Since 1992, in water bodies in Australia, Bormdrad.e(1999) have carried out field studies ofroylzacterial
growth and distribution with significant vertica¢garation between ligland nutrients. The conclusion was
that cyanobacterial migration does not occur ireotd access nutrients at a greater depth. Mutieofvork
on cyanobacteria and its flotation focused Mitrocystis, Anabaena, Aphanizomenamd Oscillatoria.
According to Bormans et al. (1999), in natural syss, algal buoyancy appears to be substantiallgrabmt
on solar radiation rather than nutrients, beingstant with the carbohydrate ballast mechanism.

Otherwise, Bormans et al., (1999), suggest thhbagh it may be possible for Microcystis to migragtow
the thermocline to reach nutrients, field analykss to the conclusion that the vertical distribatiof
Microcystis also responds to the dynamics of thiasa mixed layer. Huber et al. (2012) concludeat th
thermal stratification might favour cyanobacteriaedto optimal buoyancy conditions or indirectly by
facilitating nutrient release from sediment, althouurbulence may remain low to allow for dominantea
buoyant species.

Long-term time series of surface-layer-integratgdlaabundance and nutrient profiles from both Mawkir
and Chaffey Reservoirs (Webster et al.,, 1997) pviurther evidence against vertical migration of
cyanobacteria to reach nutrients.

Even under low concentrations of nitrate, ammondyzhosphate (<5 mg/L) along stably stratified ¢coowls,
Microcystis colonies in Lake Okaro, New Zealandinfed surface scums that disappeared with either
convective mixing at night or wind mixing duringetiday (Walsby and McAllister, 1987). The conclusion
reached by the authors points to the importantableydrodynamic behaviour concerning scum fornmatio

Changes in the spatial distribution of Chl-a suggesesponse either to the dynamics of the mixefhse
layer or to lateral advection. However, lateral extion, affected by wind-driven current, is onetloé key
factors that cause biomass accumulation in spemiéas due to bloom formation on the surface ofakes.

In Lake Geneva, the timing of phytoplankton grovabuld be explained by the spatial variability of
hydrodynamic and thermal stratification dynamicsul@nac et al., 2018). Wang et al. (2017) conetuthat
turbulence greatly influenced the horizontal trawspf cyanobacteriaHuber et al. (2012) concluded that
meteorological variability might determine whetleganobacteria surface blooms will happen. Ibelietgal.
(1991) indicate that surface bloom formation ig@egisting cyanobacteria population which accuneslait
the surface, rather than surface blooms resultmg frowth at the surface.
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Using high-frequency measurements of water tunpiditd temperature, Liu et al. (2014) found thatain
shallow lake, hydrodynansgare an important factor which influenced the ieméoptical coefficient (water
attenuation coefficient and light absorption), syly affecting ecological processes.

In the North Basin of Lake Biwa, Japan, Ishikawale{2002), measured the horizontal spatial viarabf
nutrients across a gyre caused by the water curféet distribution of buoyant cyanobacteria in lalee
showed a higher biomass concentration at the surfager than at the centre of the gyre. Nutrient
concentrations were lower in the centre, while bighshore. Thus, this biomass accumulation inctger

of the lake seems not to be caused by offshore thradsing ADCP (Acoustic Doppler Current Profiler)
technology, the authors measured the horizonta¢@tn. Over two days, the period needed to cdver t
North Basin area, current measurements were ddng as300-kHz ADCP (RD Instrument). The average
horizontal current velocities were between 0.08 @i m/s in epilimnion depth near the edge ofgie,
enabling the advective transport of biomass. Tiseofation data of Ishikawa et al., (2002) implyt thidsshore
accumulation of buoyant cyanobacteria (gyre-Micsbisy resulted in a combination of advection infloe
and bloom-forming conditions from inshore regiovai et al. (2010) used an ADCP to verify the infloen
of water current and wind draft in the Microcystsibontal accumulation. Current data were recowelesty

10 minutes with a vertical resolution of 20 cm. @uat directions were observed to not always caeelath
wind direction. The authors concluded that the atff wind conditions on the horizontal distributiof
Microcystis blooms is mainly influenced by waterfage drift and that direct measurements would rieed
be performed for confirmation.

Qin et al. (2015) also used ADCP to measure waieents, with the data showing that a strong stmowed
organic matter from bottom to surface during a faiking of the water column with a vertical velgcf 1
cm/s. The authors indicated that a surface cyanebak bloom formation happened due to physical
aggregation through collision during the turbulpetiod. Wu (2013), noted that persistent hydrodyinam
disturbance may cause aggregation, in which sroldhies of Microcystis become large colonies.

Using bed-mounted ADCP measurements, Simpson,gR@all5) noted that stable stratification inhititie
direct downward transfer of surface stresses imdllbigewind. During thermal mixing conditions, totake
kinetic energy increases compared to stable statidn periods.

Mezemate (2014) used spectral analysis to evalbatienpact of rain events on the hydrodynamicsrétéll,
a small and shallow lake in France. The analyfisvalthe author to assess the impact of stormwiéeharge.
The spectral behaviour value was shown to vatg ittcording to the depth of the shallow lake.

Due to low flow rate in lakes, Li-Kun et al. (201d¥ed water temperature measurements to validate a
hydrodynamic model.

Soulignac et al. (2017) used temperature profileasarements and current velocity (using ADCP),wrept
at the centre of a small and shallow lake, to caldand validate a three-dimensional hydrodynanadel.
The authors highlight that hydrodynamic calibratisran important step to perform ecological sirmiats
and to discern phytoplankton distribution in spand time.

The distribution of phytoplankton and cyanobactérikakes is strongly affected by wind-driven cuteand
also by spatial heterogeneity on environmental itimmd (Cyr, 2017; Wang et al., 2017; Huang et2014;
Wu, 2015; Wu, 2013).

Wang et al. (2017) accentuate that the effectgdftliwind and current in cyanobacteria distributiorstill
inadequate. The authors indicate that cyanobadiehaviour is a dynamic balance between water kemica
and wind drift, in which shallow lakes have a hdggree of spatial and temporal biomass variability.

Spatial and temporal heterogeneities are respenfiblkseveral issues and, in order to study thevaebr of
phytoplankton in lakes, a better understandinghef mechanisms that result in heterogeneities iginet)
(Yang et al., 2013). Complex questions about th#ofa which influence bloom initiation, growth raggoup
composition, and spatial and temporal distributoa still in vogue (Huber et al., 2012; Merel et 2D13;
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Shimoda and Arhonditsis, 2016). Wang et al. (204ighlighted the fact that the spatial and temporation

of cyanobacteria in shallow lakes (especidMlicrocystis very common in urban lakes) needs to be better
investigated in order to understand the migratefyaviour due to horizontal advection and verticedyancy
process.

Thus, hydrodynamic conditions appear to be an itapofactor for biomass concentration and scum &ion
and require further study.

2.3. Phytoplankton monitoring composition

Monitoring phytoplankton assemblage by speciestatal biomass is mandatory to improve knowledge of
their behaviour in space and time to improve lakd Beservoir management (Birch and McCaskie, 1999;
Merel et al., 2013). Depending on which speciegroups are present, biomass behaviour can diffieh as
whether scums may occur.

In order to preserve the quality of the water dreteéby safety for human health, monitoring cyantéyéc
species and toxins needs to be precise and accswads to provide a successful risk managemextegtr for
recreational activities, drinking water productieamd other water uses. Assessing biomass concentiatil
species or group composition is not an easy tasterference in measurements may result in a
misinterpretation of differing group compositiorfSome of these interferences will be discussed @ th
following sections.

There are a broad variety of methods availabledoitar phytoplankton biomasses, from species ifieation
with cell counting using microscopy to satellitesiges of water surface at a larger spatial scalesi@ering
that phytoplankton biomass and community compasitice very variable in space and time, monitoring
requires methods capable of capturing this vaitgbil

Several methods to determine algal biomass are nseé of which are completely reliable, as disedsa
the forthcoming paragraphs.

Pigments are characterized and quantified eitherchlmpmatographic methods such as HPLC (High-
Performance Liquid Chromatography) (Mackey et H096; Wright et al., 1991) or based on their specif
excitation/emission spectrum (i.e., spectrofluortio@pproach) (Beutler et al., 2002). Both methadsnow
widely applied in studies of phytoplankton commumdmposition, although they do not allow the sdewel

of taxonomic identification as microscopic method$ie microscopic method is used to determine
phytoplankton density and group composition throodbroscopic enumeration of samples taken. It i we
known that, due to sensitive to prolonged stordggme phytoplankton types, samples should be exeni
and counted as soon as possible. Therefore, theofusgcroscopes to classify phytoplankton requires
identification by skilled and experienced operatohéch can introduce uncertainty. Therefore, thalgtof
phytoplankton community composition requires labmiensive microscopic methods and experienced staf

A spatial and temporal approach by sampling andccoehting is an expensive and time-consuming agugro
because it requires many samples to be analyzadn to follow trends, as well as a highly trairgebrator.

Another limitation of sampling is that very thinfmontal phytoplankton layering occurs on occasigamples
taken without proper guidance will likely miss themnes.

To study the composition of phytoplankton commuasitimicroscopic analysis is very useful, but itslpet
allow for a high-frequency (spatial and temporalalssis. The time required to sampling a water baolg
obtain the final results generally excludes theaiskese methods for supervision or monitoringgg8eutler
et al., 2002).

To overcome this issue, fluorescence-based appeedbht use specific excitation of pigment anterioasd
among the main phytoplankton phylogenetic group® teeen proposed and have spread rapidly.
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In situ fluorometers or portable spectrofluorometers varecloped with the purposes of reducing the delay
between sampling and laboratory analyses and@lsmvide a better spatial evaluation of algae comities.
One such device, the FluoroProbe (FP, BBE Moldagnises spectral fluorescence measurements toifyuant
phytoplankton biomass (expresseduyL of Chl-a) and to discriminate different phytapkton groupsn

situ.

Spectrometry determination of chlorophyll-a hastbe&lely used as a phytoplankton-biomass proxy beesa
it is simpler and faster than microscopy analysis.

As an example, a study of the spatial and temmwealution of the cyanobacteriuRlanktothrix rubescenis
Lake Bourget, France, Leboulanger et al. (2002gdua spectrofluorimetric probe (FluoroProbe, BBE
Moldaenke) and microscopic cell counts. The stues@nted a strong linear correlation between hyqtést

of data and high spatiotemporal variability. Howegelinear correlation does not necessarily meanthe
measured values are the same or close.

Lake Erie was used by Ho and Michalak (2015) aasse study to explore the state of knowledge ofgsees
that control HABs (Harmful Algal Blooms). Ambiguogsnclusions about HAB occurrences were found to
be caused by differences in the methods used ¢& treem. Therefore, the authors suggest that tehet
understand the link between the causes and conssepief HABS, it is crucial to improve existing duoture
monitoring programs.

However, one of the main difficulties is the delstween sampling and analysis, which limits the Inemnof
samples and, consequently, the frequency of sgatétemporal monitoring (Dworaket al., 2005). Rboie
spectrofluorometers (FP) provide better spatialtarmporal monitoring of Phytoplankton biomass (Mdgle
et al., 2010). Therefore, FP probes will be thaufoof the next section.

2.3.1. BBE Fluorescence probes

In vivo chlorophyll analysis measures chlorophyll fluoessze within a living cell. The advantage of thigdy
of analysis is that it is quick and simple and doetsrequire special sample preparation or extacti

Many studies were conducted in order to assesseliability of the fluorescence probes for measgrin
phytoplankton biomass in different lakes worldwi@@xeutler et al., 2002, 2004; Catherine et al., 2012
Escoffier et al., 2015; McQuaid et al., 2011; Sibtaal., 2016; Yentsch and Phinney, 1985; Zamytdi.e
2016).

Depth profiles can be measured with a submersitaleep Profiles measured in the morning and nooraare
example of the application of this probe in thedgtaf algal migration showing vertical migratiorspecially
for dinoflagellates (Beutler et al. 1998).

Using fluorescence probes (FP), major taxonomiagsoof phytoplanktonic organisms may be identified.
Consequently, these devices have been rapidly eddyt members of the scientific community (Cathesh
al., 2012) and water resource technical communmhgir uses were described in detail by Beutlet.¢2802).

Algal populations fluorometric differentiation isode based on energy transfer and fluorescence iemiss
Therefore, algal colour is a useful taxonomic ciite in which algal taxonomic groups differ signdintly in
their fluorescence excitation spectrum responset(@&eet al., 2002).

To categorize “spectral groups”, fingerprints otiation spectra of chlorophyll (Chl) fluorescenzan be
used of microalgam vivo andin sity; through, for example, vertical profiles achieweithin a few seconds.
Investigated spectral groups of algae needs spegifotosynthetic antenna pigments composition and,
consequently, a specific excitation spectrum ofGhefluorescence, such as HPLC.

FP allows the rapid quantification of phytoplanktdmomass and facilitate the characterization of
phytoplankton spatial heterogeneity within the watelumn through the selective excitation of acogss
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pigments. BBE Fluoroprobe covers (i) ‘green’ al¢@klorophyta and Euglenophyta) rich in chloroplayéind
b, (i) ‘brown’ xanthophylls containing algae (BHafiophyta, Chrysophyta and Dinophyta), (iii) ‘lefu
phycocyanin-rich algae (Cyanophyta) and (iv) ‘reycoerythrin-rich algae (Cryptophyta).

The evaluation of Chl-a concentration of algal ggous based on a fit of the measured spectra by eac
fingerprint. To obtain the norm spectra in laborgi@andin vivo experiments, a bench-top fluorometer was set
up by Beutler et al (2002). This methodology is ampnt for knowing which phytoplankton groups are
present; however, some important aspects thataasecerrors need to be known.

For Chl-a concentrations between 80 ng/L andu§Q., the fluorometric method is reasonably precise
(standard deviation below 25%). For Chl-a concéioina above 40Qg/L, fluorescence re-absorption results
in samples errors due to a light intensity grad{@autler et al., 2002).

Another important issue associated with interfeeenaneasurements between different groups is teghdary
Beutler et al (2002), who performed experimentssgess such interferences. The results showedxh@hl-

a below 400 ng/l and above 2@/L, significant errors were observed in the measignts for the least-
concentrated algal groups. Whenever the ratio etwlee highest and lowest Chl-a measurements reache
value of approximately 20:1, the Chl-a concentratd the least-concentrated algal group was notectdy
determined, normally being overestimated.

A limitation of the use of spectrofluorimetric pesbis related to the linearity of their responselLéke
Pampulha (Silva et al., 2016), the FP probe respaisove 10@ug Chl-a/ L, was no longer linear, leading to
underestimated chlorophyll concentrations abowve lthiit when compared to laboratory spectrophotoimet
analyses. This could also be observed in the eaditdrfingerprints that reduce the difference fdalto
phytoplankton between spectrophotometric and FRsurements.

For the use of FP, the following criteria are cdesed:

(a) Constant fluorescence excitation spectra (iadépent of the physiological status of the cells);
(b) Linear independence of the norm spectra.

In situexperiments were conducted by Beutler et al (200028 author compared the measurements with those
of HPLC determinations for a wide Chl-a range. Rsswere compared to total Chl content measured
fluorometrically and through HPLC analyses. Thefescence measurements were in good agreement with
the HPLC analyses.

In the next section, some studies conducted iewdifft regions around the world with the use of Fipoobe

will be considered. For validation, the usual melilogy is to compare the FP values with those obthi
through extraction methods (HPLC or biovolume)oBty correlations are normally obtained. Besides the
correlation, it is also important to evaluate anthpare the values obtained through each methodp&ing

the measured FP values with those of the extrantiethod, most of the results presented lower vdhreSP,
although some presented higher.

Based on a large dataset for the Marne resenanm #006 and 2007, Rolland et al. (2010), pointtbat the
Fluoroprobe appears to be a reliable tool to momhytoplankton. A high correlation was obtainetsen
the total Chl concentrations given by the BBE Fiyowobe and the total Chl concentrations providedhiey
spectrophotometric analysis € 0.93, n = 243, p < 0.0001), but the BBE Fluoadifertends to obtain lower
Chl-a concentrations than measured with spectrophetry. According to the author, these differenices
measured values, in a range from 0.1 to 4@/, can occur because extracted chlorophyll methadially
provide a higher concentration estimate than flsoeace.

To validate the use of Fluoroprobe, samples obtamea Van Dorn sampling bottle were compared with
measurements from the FP, from the surface dovihStan above the bottom, resulting between 10 and 15
data points for every meter of the water colummwexe performed every 0.5 s. To compare the measemt
with those from the Van Dorn sampling bottle, whist80 cm long, the values were integrate and gesra
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also along 80 cm along the measurement depthsreBudts obtained using a single depth (i.e. 3, 8 o)
were also compared, and no significant differeretevben the two methods was found (Rolland et @lLpP
The Chl-a of the sample was extracted and measpectrophotometrically, whereas phytoplankton count
and identification were performed with a microscope

The total equivalent Chl-a concentrations meashydatie Fluoroprobe and the total biovolume (obtadiaker
microscopic counting) were with a high significaotrelation p = 0.6, p < 0.0001, n = 243).

Gregor and Marsalek (2004), also revealed an exweltorrelation between the total (equivalent) &€hl-
measured by the BBE Fluoroprobe and the Chl-améted by spectrophotometry after pigment extracfion
= 0.97, p < 0.05, n = 18). Gregor et al. (2005ynid a similar relationship (r = 0.95, p < 0.01, r96).
Nonetheless, the spectrofluorometric values (fanivedent Chl-a) were 26% lower than spectrophotoimet
ones for chlorophyll-a concentrations. Pincknegle(1994) obtained the same results, but with 2a#er
values comparing spectrofluorometry with spectrephetry and 3% lower when compared to high-
performance liquid chromatography. This differermebably was due to the fact that when the BBE
Fluoroprobe is calibrated by high-performance liqguohromatography (HPLC) analysis, it usually report
lower Chl-a concentrations than spectrophotometithods, especially if ethanol is used for theastion
process (Rolland et al., 2010).

The compositions of phytoplankton communities ig@up of 50 shallow lakes near Paris region iméea
were measured between 27 July and 10 August 2&6g & BBE FluoroProbe (Catherine et al., 2012).
Chlorophyll-a concentrations ranged from 0.8 to.2¢4y/ L. Depth profiles were recorded with an average
vertical downward velocity of the probe.

A strong correlation (r= 0.969, p-value <0.001) imsd between Chl-a concentration estimates dgyelRP
and by laboratory spectrophotometric analysis. Meaments obtained by the spectrophotometric aralyse
were 1.8 times higher than those given by the FP.

Total Chl-a estimates obtained by spectrophotomatralysis and FP measurements were well correlathd
total biovolume data spectrophotometric (r = 0.§8alue < 0.001) and FluoroProbe data (r= 0.89%lpe
< 0.001).

FP data were corrected by the mean Chl-a/BV rditained for each group. The Rtatistics increased from
0.73 to 0.77, showing that using the average N\‘afatio of the four ‘spectral’ groups improves the
estimation of total biomass by FP to some extent.

Catherine et al. (2012), demonstrated that FPydelbetter estimates of total phytoplankton biowee than
spectrophotometric chlorophyll-a measurements do.

Five reservoirs located in the south of the CzeepuRlic were monitored with a FluoroProbe from iRjar
September 2003 (Gregor et al., 2005). These reseifame recreational and the other four for dmgkivater
supply) have varying levels of eutrophication andhposition of their phytoplankton communities. Titeole
depth profile was measured bi-weekly or monthlptighout.

At the depths where the FP detected a peak or esanghytoplankton quantity/composition, discssmples
were collected for laboratory analysis (Chl-a foe tstandard spectrophotometry method and micrascopi
taxonomic identification and cell counting).

The correlation of Chl-a concentrations determibgd=P and the standard spectrophotometry method was
high (r=0.95 n=96), although with lower valuesttoe FP (FP/Samples= 0.74), even when a single gigap

was dominant. The amount of fluorescence emittesl imuenced by different physiological states amel
density of photosynthetic pigments in cells durgngwth.

Another influence on fluorescence signal receptias caused by dense cyanobacterial blooms, edpénial
the case of colonial species. Such interferenckahly arises because of reabsorbance and scattérihg

33



excitation light, as well as of the Chl-a emissiwhen a bloom is dense (Gregor et al., 2005). Irséen
phytoplankton biomass, the light and fluorescemoéted by phytoplankton cells are shaded, scattaret
re-absorbed, resulting in an underestimation aflaies and a non-linear response by the probe.

Physical variables such as lower water temperatiraly weather, and wave action may also influeihee
density of the colonies, disintegrating them over vertical profile. Other potential sources ofiability
include different sampling strategies (continuowesasurement vs. discrete sampling), sample treajraedt
mode of transportation to the laboratory.

Reservoirs with high phytoplankton biomass maydyigteater concordance of the two methods, whereas
discrepancies may be greater in lower biomassweiserbecause oligotrophic waters should have highe
species diversity with lower cell counts (Gregorakt 2005). Furthermore, achieving strong concocda
between cell counts and FP data may be difficuih womplex phytoplankton communities, due to trghhi
variability in cell biovolume.

Gregor et al. (2005) concluded that the use of pyfears to be a good tool for water quality managenie
can be used in the detection of natural horizcantdl vertical variability in phytoplankton commuatdior for
the early detection of cyanobacterial blooms. Adoag to the authors, the use of microscopy anabfsisild
provide information about dominant species andfyéhie approximate measured ratio of algal groups.

In North Inlet, Richardson et al. (2010) correlated estimated the biomass of cyanobacteria, quiagtes,
diatoms with dinoflagellates and greens. The coimpamwas done with the use of a multiple-fixed-weamgth
spectral fluorometer Algae Online Analyzer (AOA, BB/oldaenke, Kiel, Germany) with the use of a FP,
which allowed for an online evaluation of the measents. They were compared to those from a high-
performance liquid chromatography (HPLC) and chamitaxonomy (ChemTax) based taxonomic
assessments.

According to the data, total Chl-a concentratiorsasured by HPLC and multiple-fixed-wavelength spéct
fluorometer showed similar variations, althoughddilt® concentrations were significantly higher thianse
measured by HPLC. Total phytoplankton biomass waluere overestimated at a range of 1.2 to 3.4 t{Res
between 0.89 and 0.92), with the best agreemeti2:80 and the worst overnight. However, by doing th
comparison between real-time measurements and sanmollected approximately every 3 hours and
sometimes weekly, the relative taxonomic compasitias well categorized, correctly showing the dange

of chromophyte and green algae and a minor cotimivdirom cryptophytes and cyanobacteria. The astho
concluded that the use of the multiple-fixed-wamgth spectral fluorometer seems to be a useful fmol
monitoring phytoplankton group composition, that ¢ used in an early warning system alert for fidrm
algal blooms.

For tropical lakes, scarce fluorometric data arailaile. The performance of a spectrofluorometes wa
assessed in a tropical reservoir with default alith@ted fingerprints (Silva et al., 2016). Measuents with

the FP were compared to biovolumes and laboratfmegteophotometric analyses of phytoplankton sampled
in Lake Pampulha (Brazil). All samples were higdgminated by cyanobacteria species.

The excitation spectrum of cyanobacteria speciesddan Lake Pampulha was determined in laboratody a
compared with the default fingerprints for cyandbda provided by the probe manufacturer (FP-BBE
FluoroProbe, Moldaenke, Germany).

The total phytoplankton biovolume was significantyrrelated to Chl-a concentration measured byrFEP (
0.64, p = 0.001, n = 23). Cyanobacteria biovoluntso gresented a significantly correlation to the
cyanobacteria chlorophyll estimated by the probe (.60, p = 0.002, n = 23). Even using the default
fingerprints (no site-specific correlation), themsults show that FP was able to achieve a quita go
assessment of total phytoplankton biomass in Lakegdlha.
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Spectrophotometric results and FP measurementstidrphytoplankton were weakly correlated (r =0.43
=0.01, n =35). While analyzing the results for camications lower than 1Q@y/L, the correlation was higher
(r =0.84, p<0.001, n=25), probably due to non-Intgdor values over 10Qg/L (r =0.17, p =0.63, n =10).

Compared to spectrophotometry, the total biomassored with the FP was largely underestimated letwe
50% and 75%. Underestimation was stronger for mighaorophyll concentrations and varied depending o
the dominant species (Silva et al., 2016).

2.3.2. Use of Phycocyanin

Phycocyanin fluorescence is considered as a spgxifixy of cyanobacteria biomass detection (Khaal.et
2018). Zzamyadi et al., (2012) validated the usiafivo phycocyanin fluorescence in laboratory (r between
0.99 and 0.90, p<0.01) and environmental conditionbetween 0.91 and 0.89, p<0.01) with high and
significant correlations between conventional labory methods analysis and onlinevivo PC fluorescence
probe. Hence, the authors proposed an online sfstem to monitor potentially toxic cyanobacteriahe
raw water of drinking water treatment plants in Qe The phycocyanin fluorescence values, howeere
always lower than by extraction. In laboratory dtiod, the values were 48 to 52% lower, while 88686
lower in environmental conditions.

A chlorophyll-a peak indicates growth of phytoplaark not always corresponding to a peak of cyaneac
Therefore, the main advantage of using phycocyiunmescence monitoring is that its peak can be@sated
with cyanobacteria blooms (Khac et al., 2018).

A Phycocyanin probe approach, to quantify cyanadactis a method that can be performed rapidliynenl
is stable and selective, and needs infrequentradilin. Online phycocyanin probes have become sepgoi
tool for detecting and quantifying cyanobacterigspite the fact that interferences can affectlti@dscence
due to external factors, such as cell physiologtIcondition, and water quality (Kong et al., ZD1

For phytoplankton community composition, microscapalysis is very useful, but does not allow faghhi
frequency (spatial and temporal) analysis. FluasbBr(FP) is regularly considered a useful tooldip in the
detection of natural horizontal and vertical vailigbin phytoplankton communities and in the eadtection
of cyanobacterial blooms.

The total Chl-a measured by FP, when comparedtwddory spectrophotometry analysis, generallygiress

a high correlation. However, FP values are freduelower with different degrees of underestimation
(Catherine et al., 2012; Gregor and Marsalek, 2@i4a et al., 2016), but are sometimes higher (Beet
al., 2002; Richardson et al., 2010). FP asanvo fluorescence method can be used with periodiet@iron

to quantitative extraction methods that includerfametric, spectrophotometric or HPLC method (T&blg.

Table 2.1 —Main results of the comparison of Chl-a measure&lbgroProbe and extraction methods

Source Comparison Mathematical Indicators Conclusio

Fluoroprobe and

Spectrophotometric Not presented FP with 16% lower value
Pinckney et al. analysis
(1994) Fluoroprobe and High-
performance liquid Not presented FP with 3% lower value
chromatography
Beutler et al Fluoroprobe anq H.igh— FP typic_ally overestimated Chl-a,
(2002) performance liquid Not presented when ratio betweer) the greatest and
chromatography the smallest Chl-a is about 20.
Gregor and Fluoroprobe and. .
Marsalek (2004) Spectgﬁzlr;ztigmetnc r=0.97,p<0.05n=18 FP with 17% lower values
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Source Comparison Mathematical Indicators Conclusio

Fluoroprobe and

Gr?§885e)t al. Spectrophotometric r=0.95,p<0.01,n=96 FP with 26% lower values
analysis
Fluoroprobe and_ p=0.93,n=243,p< FP with lower values in most of
Spectrophotometric .
X 0.0001 times
Rolland et al. analysis
(2010) Fluoroprobe and Biovolume presented ipm3/L and

. =0.6,p<0.0001,n= : ;
Biovolume after P ' p243 a FP inug/L. Values with a weak

microscopic counting correlatiot
Phycocyanin fluorescence
and Spectrophotometric

Zamyadi et al., r between 0.99 and 0.91, Phycocyanirin vivo48 to 96%

(2012) . p<0.01 lower
analysis
Fluoroprobe and
Spectrophotometric r=0.969, p <0.001 FP with 55% lower values
) analysis
Catherine et al. Biovolume presented ipm3/L and
(2012) Fluoroprobe and Ep i P LA Ip
Biovolume after r=0.890, p < 0.001 INUG/L. APPIINg

FP_tot/BV_tot equation FP

microscopic countin )
P 9 presented higher values

Richardson etal,, ' Joroprobe and High-

2010 performance liquid r > 0.90, p=0.000 FP values 20% to 240% higher
chromatography
Fluoroprobe and ' ?o?\?:iug;(ifgl ?:25’ FP with 50% to 75% lower values
Spectrophotometric 2017 b =0 63“?] 210
Silva et al., 2016 analysis - 02 PERRS N =0 Ep \ith lower values (50 to 400%)

for value: > 10C ug/L
r=0.64,p=0.001,n=23 FP higher values (50 to 300%)

Fluoroprobe and
Biovolume

2.3.3. Phytoplankton monitoring with
satellite remote sensing

Monitoring phytoplankton using satellite remote siag can be used to evaluate the influence of lake
hydrodynamics on scum accumulation. Remote sersiisgthe advantage of a large spatial scale which is
important in identifying scum accumulation in speaiegions on lakes or reservoirs.

The need for more effective phytoplankton monitgriras recently led to a growth in the developmdnt o
satellite remote (Blondeau-Patissier et al., 2054)ellite images that use colour technology tedethe
presence of scums and algorithm to estimate pramépdn biomass may be used for mapping, monitoring,
and detection of phytoplankton scum. This methagiple favoured by its spatial scale with relativiegquent
sampling and the capacity for rapid response, dugetr real-time data retrieval (Head and PepiaQR0
Using satellite imagery, Qin et al. (2015) wereeatnl detect a strong increase in scum, in whichstusn
surface increased from 92 km? to almost 400 knh&se than 24 hours.

This approach can also be used in the reductiepatial uncertainties associated with limited watenple
analyses (Dornhdofer et al., 2018). Its main weakeeare its dependence on good weather with na clou
coverage, a limited capacity to establish andrisfish taxonomic information, and that images qmtywide
information on the water surface.

Another difficulty in interpreting the phytoplanktaconcentration through images is the high numlber o
available algorithms that interpret the colours asskess the phytoplankton concentration. Accoriri@ark

et al. (2017), different algorithms have distinetfprmances which vary with phytoplankton conceitra
taxonomy, and satellite used.
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Glasgow et al. (2004) concluded that increased armgk continuing advancements of real-time remote
monitoring are becoming an important tool for eatilog water quality. Although satellite images pdav
great flexibility at spatial and temporal scalesramitoring, they also have limitations and needté¢ocused
with caution.

Traditional multi-site measurements, as well afed#int techniques such as optical remote sensing $pace,
show phytoplankton heterogeneities along the hot&édaxis and time scale. Their distribution s@ains
without explanation, because of the complexity mnitoring and correlating processes and mechartisats
cause these heterogeneities (Grimaud et al., M0@i&no-Ostos et al., 2007). Spatial and tempornaatians

of phytoplankton biomass happen on very short scabarect estimation of chlorophyll-a to deduce
phytoplankton biomass may contain errors. Thustqgiginkton succession and variability in naturategns
remains a challenge in aquatic ecosystem research.

2.3.4. Interferences on phytoplankton
measurements

Attention should be paid to the interpretation afasurements as far as phytoplankton biomass i®ouett,
since inconsistencies might be present.

Some physiological processes affect the functioninfpe photosynthetic system in phytoplankton emdd
potentially explain some of the remaining unexpdinvariance (Catherine et al., 2012).

The following biological and environmental issuéfeet results:

(a) Health of the organism

Healthy phytoplankton will produce a lower fluoreace response per unit chlorophyll rather than s
(“dying™) phytoplankton cells.

(b) Physiological stress

Physiological stress is observed among large vangin the fluorescence number for a single sjgecigen
exposed to nitrogen or phosphorus deficiency. Retance, the fluorescence number for a small centri
diatom, Cyclotella nana, may range from 0.095 fmogen-enriched cells to 0.40 for chlorotic cellbich
were severely deficient in nitrogen (Kiefer, 1973).

The pigment of different species of cultures changesulting in a 50% increase, when nutrientshreac
limitation level. Different development stages difyfoplankton also contribute to variation in thgment
cells (Beutler et al., 2002).

Changes in phenology in response to nutrient diarvar high light may lead to a Chl-a misestimataf up
to 2-3 times (Beutler et al., 2002).

(c) Light adaptation of the cell

The amount of chlorophyll per cell can vary dudight availability. Phytoplankton cells adaptedkiaght
light conditions will produce a lower fluorescencesponse per unit chlorophyll than dark-adapted
phytoplankton.

Variations in fluorescence in a water column anmawmn. Photoinhibition of cellular fluorescence agus
for only a part of the total variation in fluoresce value. Phytoplankton fluorescence is at itsimarn at
night and minimum at midday. Cellular chlorophyl&al0 m fluoresced twice the intensity of thahatepth
of 1.0 m depth because of photoinhibition of celitfluorescence due to the light-dependence atutface
(Kiefer, 1973).

Under conditions of low phytoplankton biomass aighhrradiance, significant signal attenuation @snd
at the surface layer (Catherine et al., 2012).
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(d) Morphology of the cell

Composition and shape of the cell and surroundatiglar material can interfere with the fluorescsiginal.

(d) Water turbidity

Turbidity can cause scattering or shading effeefsedding upon the chemical composition of the sucped
matter.

(e) Dissolved organic matter

Colored dissolved organic matter (CDOM or yellowstances) may lead to some degree of error in@dtial
a estimates (Maclintyre et al., 2010; Twiss, 204)ich depends on the ratio between CDOM and total
phytoplankton biomass.

(f) Extraction method

A significant part of unexplained variance mighigorate from the extraction method and/or the atbor
used to estimate Chl-a from absorption data. Ghlgenerally extracted mechanically (e.g., homaggion,
grinding, sonication) using organic solvents (eagetone, ethanol, methanol, DMSO) (Catherine. £261.2).

(g) Counting of dead cells

Some data points were identified as outliers duthéir low Chla/BV ratios, which could reflect aghier
dominance of low Chl-a containing phytoplanktonbiss due to the counting of dead cells in preserved
samples (Catherine et al., 2012). Through MDS (Mdutensional Scaling) analysis, the authors stéted
environmental stress could lead Cryptophytes arahGlyacteria SFS to appear similar to Chlorophyks, S
leading to misidentification.

2.4. Phytoplankton modelling approaches

Considering the complexity of lake ecosystems withh spatial and temporal variability, the high tcws
monitoring, errors, interference in phytoplanktosasurements and different methods available, mattiegth
models supported by consistent monitoring datavataable tools to organize and quantify ecological
knowledge of lakes. Lake and reservoir managers maglelling tools to predict bloom events to betindle
the damage caused (Harris and Graham, 2017). Aogotd Robson (2014), ecological modelling may
generally be able to provide relevant managemeitraprediction in cases of strong physical drivers

Impreciseness of measured data values and undgrshimow representative they are of water condgipose

an important challenge in modelling phytoplanktahdviour. Mathematical models can help to develop
efficient monitoring programs due to their conttibn to understanding the processes involved in
phytoplankton behaviour. Several mathematical nsdate available, though their use demands
considerations.

A common methodology to choose and implement a hwaie in general terms, be organized according to
the followed steps:

(a) Definition of objectives and problems to beved!,

(b) Survey of data and information available alibetstudy area;

(c) Definition of the model extent, grid size, nuenlof layers (in case of a vertical simulation);
(d) Collecting and processing data of the domaig.(bathymetric data);

(e) Processing field measurements for calibratimh\gerification data;

(f) Defining simulation scenarios;

(g) Preparing boundary and initial conditions;

(h) Calibration of the model parameters;
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(h1) Performing a sensitivity analysis;

(h2) Defining the calibration runs to be executed;

(h3) Evaluating the quality of results and itergton the calibration process if necessary;

(h4) Determining and executing verification runsl accessing the final accuracy of simulations.
(i) Validation of the model;
(1) Uncertainty analysis;

(k) Conclusions.

Calibration and validation are important steps whging mathematical models. However, these coneepts
ill-defined and interpreted differently by many nedidrs (Los et al., 2008). Meanwhile, Refsgaard and
Henriksen (2004) propose the following terminoleg@dopted in this research, for calibration anidiation:

(a) Model Calibration: Adjustment of parameter wswf a model to obtain a model response of tHéyrea
within the range of accuracy established in peréoroe criteria.

(b) Model Validation: Substantiation that possesseatisfactory range of accuracy model withirddgsain
of applicability, consistent with the intended apation of the model.

Therefore, concluding that a model is good anddatéid means testing the usefulness of the modetding
to specific objectives (Alexandrov et al., 2011slat al., 2008; Mankin et al., 1975). AccordingRobson
(2014), if a model involves many different processebecomes too complex to be properly verified.

Davidson et al. (2016) identified a range of mddglmethodologies, showing their strengths and weages
when applied to evaluations of phytoplankton betwawi The methodologies evaluated were: (i) Risk
assessment style models, (ii) Lagrangian modélsiEGosystem-based models, (iv) Individual-basextials,

(v) Statistical models, and (vi) Coupled observaiemodelling systems. However, most of the example
were referenced with coastal or offshore applicetiahe application for these regions offers gvaie to
coastal zone management and aquaculture industry.

The high number of lakes and reservoirs in urbahpseri-urban areas is also of concern regardingiskeof
cyanobacteria presence. Mooij et al., (2010) prtesea survey of existing models and their approathéke
ecosystem modelling application. The primary fostiseluded the followed approaches: (i) statisticatels,
(i) dynamic models, (iii) optimizations algorithm@v) neural networks, and (v) Kalman filters afudzy
logic.

The authors classified the models using multipléega concerning model components and model
characteristics (see Table 1 Mooij et al., 201vds concluded that the most important aspeattonsing

a model is to analyze the principle that led to diegelopment of each approach and the premise®ichos
during the development of the model. Thus, to ket lietter ecological model, determining the optimal
complexity of the phytoplankton model is a cruésaue (Shimoda and Arhonditsis 2016).

Over the past four decades, many models have lmethoped to lake ecosystem and, since the avaijabil
tested models is significant, it seems more effediv apply or adopt an existing model insteadre&ting a
new one (Mooij et al., 2010).

Using multiple modelling approaches helps to createntegrated view of the functioning of lake g&tems.
However, this is rarely done in the context of amuaystem modelling (Robson, 2014). Thereforegst b
single approach that can always be used does it e best approach depends upon the objectitleeo
modelling and the data available. Thus, in litemitis very common to find couple models thatcudigferent
coupled approaches (Cao et al., 2016; Dimberg dof$€on, 2016; Soulignac et al., 2018; Wang e8all,7;
Wynne et al., 2011; Zbigski and Ziemiska-Stolarska, 2017).
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Thus, to evaluate phytoplankton behaviour in lakes best model and modelling approaches depettldeon
specific objectives and data availability. The nes¢tions will address some of the approachesadlaiin
the literature concerning ecological models.

2.4.1. Wind-driven criteria

Raine et al. (2010) used a model based on theioritthat wind-driven water exchanges result inhexmges
of phytoplankton, which, associated with bay volutuging thermal stratification, resulted in toxiceats.
This wind index presented a high degree of sudeeBantry Bay in southwestern Ireland. This apploisc
advantageous to determine scum formation eventsaearily.

In Taihn Lake, a large and shallow lake, Wu et(2010), calculated that the horizontal distributioin
Microsystis concentration was strongly affecteduryd conditions and surface drift during short egdfrom
21 to 25 August). It was concluded that wind speed direction can cause considerable heterogeindite
horizontal distribution of plankton populations i clear higher concentration in downwind aréasitu
growth could be helpful for horizontal redistrilari of cyanobacteria, however, with a small contidyuin
short-term bloom events (Wu et al., 2013). This Ikimasitu growth contribution could also be reforced,
according to measurements performed by the authduesto weak correlation between Chl-a and digsblv
nutrient.

2.4.2. Deterministic approach

Traditionally, a deterministic model is expresseatimematically in partial differential equations.rn€erning
algae behaviour, it is based on the theories ofidpendence of algae growth on physical and bioiaém
environmental variables.

Models that use deterministic ecosystem were vesnising in the early 1980s, when computers capacit
became more available (Rigler and Peters, 1995yeder, they were very criticized in the 1990s &xuiring

a large amount of data, for being overly complemd dor not resulting to scientific contribution or
demonstrating predictive power.

From a management point of view, there is also matel for real-time forecasting, for example, of
cyanobacteria blooms in lakes with leisure use.adwairacy of traditional deterministic models iegticting
this type of event is usually not very high (Moetjal., 2010). The authors concluded that it wdaddruitful

to combine current deterministic and statisticatiel@pproaches for improvements. As an alternaiveal-
time forecasting systems of phytoplankton blootms guthors suggest the use of statistical modebappes,
such as Kalman filters and fuzzy logic. These apgines will be discussed in section 2.4.3 and 2.4.4.

2.4.2.1. Hydrodynamic modelling

Lake hydrodynamics are the main factor for the ardation and transport of blooms over a short t{tie
Wei et al., 2013). When creating and analyzing @ &gynamic model, focusing on thermal and stragtfan
dynamics to predict lake ecological behaviourgead approach for areas where insufficient dataeadable
(Frassl et al., 2018).

In 2009, the National Oceanic and Atmospheric Adstiation (NOAA) developed a forecasting system to
forecast bloom transport and trajectories usindy hemporal resolution imagery. A particle trackathwa
hydrodynamic model was used to approximate therblvajectory. Bloom events happened during a period
of low wind intensity and warm water temperaturaydurable conditions for bloom maintenance and
buoyancy processes (Wynne et al., 2013). Bulldenisawere sent to local managers, health depatsnen
researchers and other stakeholders. The autharmineended the improvement of the system by usingee+
dimensional hydrodynamic model for a more comprehenexamination of vertical distributions. Thus,
modelling the vertical mixing would improve analgsessessing the recurrence of high surface biomass.
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Concerning shallow lakes or reservoirs, due tocthraplex ecological behaviour, characterized by iga
high heterogeneity in space and time, modellingladde hydrodynamics plays a large role in better
understanding algal blooms and scum formation @&talet al., 2007; Wang et al., 2017), for whicle¢hr
dimensional hydrodynamic models are important tamlsnderstand the processes that control phytkfzan
behaviour (Soulignac et al., 2017, 2018; Wynnd.e2813; Zbichski and Ziemiska-Stolarska, 2017).

Soulignac et al. (2017) validated a three-dimeradibgdrodynamic model (Delft3D-FLOW) on Lake Crétei

a small and shallow urban lake in France with @aaf 0.4 km2 and average depth of 4.5 m. Monigpah

the lake, based on high-resolution and high-frequegsensors, consisted of continuous temperature
measurements at five depths at the centre of keedad three depths at two other stations, asasaturrent
speed profiles from the centre of the lake. The ehavhs verified for 18 different one-month periods
hourly time step was used and considered consiatéimthe timescale of biological processes.

In the model, the wind drag coefficient and lightikction coefficient were calibrated. The MAE (mea
average error) was used as a performance indigppdied for simulated and observed data.

The calibrated wind drag coefficient and extinctiopefficient were calibrated to reproduce the prope
temperature differences between the surface (@é&pth) and bottom (4.5 m) measured values inrallsited
periods. A limitation of the hydrodynamic model dsg that it does not vary Secchi depth valuesdueach
simulation period. Secchi is a disk used to measater transparency or turbidity. The transpareufcthe
water is considerate as the depth at which theiglisk longer.

Even with this model limitation, the author conaddhat the use of a mean extinction coefficiessgaiated
with Secchi depth) is better for monthly periodsislis due to high temporal variability in watelchcteristic
in which mean values represent thermal behaviothieofake well.

The author concluded that the model was capableemioducing water temperature and the alternation
between stratification and mixing conditions. Thenthly values for the mean absolute error (MAENater
temperature presented were between 0.25 and 2.34edength of thermal stratification periods reddrom

a few hours up to 40 days.

The author highlighted that a large amount of mesaments for a thermal comparison is very rare, @afhe
for small and shallow urban lakes, where, for tret fime, to assess the performances of the ttiiraensional
hydrodynamic model, high temporal resolution datsienused.

Soulignac et al. (2018) used a calibrated and &gl hydrodynamic model with remote sensing toampl
and predict some surface phytoplankton heterogeseit Lake Geneva.

The results demonstrated that the model was abiepmduce the evolution of the lake thermal vattic
structure on a smaller time-scale, detailing theerttal structure of the lake over time, providinglexations
for horizontal heterogeneities in Chl-a abundances.

After analyzing the hydrodynamic behaviour in thekd, the authors concluded that surface Chl-a
heterogeneities were related to upwelling eventse Tmportant role of wind in determining surface
phytoplankton abundance was highlighted, wheraiit cause upwelling current that result in surfabeeC
heterogeneities.

The author suggested that an ecological model edugd the hydrodynamic model would help to better
evaluate and understand phytoplankton dynamics latgrogeneities in lakes. A three-dimensional
hydrodynamic model coupled to ecological modeldade used to give information about the Chl-ahia t
vertical direction which may vary between differgottions of the lake.
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2.4.2.2. Hydrodynamic model coupled with an ecological model

Most of the models of phytoplankton abundance #ivaulate and predict their behaviour are based on a
deterministic approach. However, modelling an emvinental ecosystem is challenging due to the high
complexity of interactions and processes involuecluding physical, chemical, and biological praes(Lou

et al., 2017).

In order to investigate competition for light betmecyanobacteria, diatoms, and green algae inphitro
lakes, Johnk et al. (2008) developed a one-dimaabkioydrodynamic model coupled to a one-dimensional
phytoplankton model in Lake Nieuwe Meer (Nethergndhe use of modelling enabled studies of differe
climate scenarios. Therefore, Johnk et al. (208B)csed three years (1956, 1991 and 2003) chaizaxdny
contrasting summer temperatures, wind speeds,land cover.

The parameters evaluated for the hydrodynamicredidn were wind speed, drag coefficient, and bemkgd
attenuation coefficient. For all other parametstandard values of typical lakes in the region wesed. The
wind measured was scaled by a factor of 0.92 (wpekd reduction by 8%). The drag coefficient waisshed

to fit the stratification behaviour of the lake.élbackground attenuation coefficient for the undeewlight
field (according to Lambert—Beer’s law) was caltbry yielding a value of 0.7 fThis was close to measured
values of 0.6 m in Lake Nieuwe Meer.

For the phytoplankton model, cyanobacteriititrocystis diatoms, and green algae were considered. The
maximum growth rate parameters for each were datedrby using laboratory measurements available in
the literature. FoMicrocystis values presented by Reynolds (1997) were used.dioms, a general
temperature-dependent curve was fitted to laboraterasurements of the freshwater diatom Asterianell
presented by Butterwick et al., (2005). For grdgae, the authors reported that the literaturendidprovide
suitable data for Lake Nieuwe Meer, so the paramvedis calibrated against the seasonal phytoplardatsn

Temperature stratification and population dynanoicthe phytoplankton species predicted by the catidul
model were considered in good agreement with tiservied values.

Through model results, high temperatures appeareditease cyanobacteria growth rates (JOhnk,&G08).
Moreover, high temperatures also increased thdlistabf the water column, thereby reducing vertica
turbulent mixing, which shifts the competitive bada in favour of buoyant cyanobacteria.

D-Water Quality is another widely-used model. laigeterministic ecosystem model developed by Bdta
that uses mathematical optimization for phytoplanigrowth. It has been applied in several stuagiganding
algal succession (Los and Brinkman, 1988). A setaéfficients, which was established for 30 lakes
worldwide and supposed to be representative of nemperate freshwater systems, was applied andiatat

on a complicated network system of ditches, casailjow and deep lakes (Los, 2009).

Smits (2009) calibrated D-Water Quality for a ticgifreshwater system and obtained a more genetriaf s
process coefficients for the water quality procesie tropical regions. However, the highly nonlinea
relationship between phytoplankton abundance antus water parameters is still unknown because
monitoring data are incomplete.

On the D-Water Quality, the Delft3D-ECO model ne¢dsbe run coupled with a hydrodynamic model
(Delft3D-Flow) which calculates velocity, tempenagand water density. This model was used in #ssarch
and will be described in Chapter 3.

Furthermore, according to Mooij et al. (2010), aygmhes that use a coupled hydrodynamic-ecologiodkin
can improve our understanding of the physical, ébahand biological processes influencing waterligga
dynamics. Some aspects, though, remain unclear asiclii) whether all important ecosystem feedback
mechanisms are well represented and; (ii) how thegsses influence the lake ecosystem. These tionita
can have a profound impact on their ability to predomplex system dynamic responses to environahent
changes in different scenarios for phytoplanktaedjmtions.
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2.4.2.3. Biogeochemical models

Shimoda and Arhonditsis (2016) reviewed studie$opered from 1980 to 2012. They assessed the cgpacit
of 124 aquatic biogeochemical models to reprodheediynamics of two or more phytoplankton groups in
natural environmental conditions. Most of the stddiocations were in the Northern hemisphere, éalhec

in European freshwater and marine ecosystems.

The authors concluded that modellers do not cardigtuse conventional methodological steps dutfiregr
application. With no sensitivity analysis, optimipa techniques were rarely used during model catiibn
and a third of the studies did not report any \alh. A critical analysis of the results obtaingaints to the
current lack of science on this subject using boohemical models.

2.4.3. Artificial neural networks and
statistical techniques

Prediction is a broad statement. Due to a high maetstanding in the literature, some definitions ar
important. When a prediction is made for instane@hin a range of observed time points, it is dlle
interpolation. When a prediction is made outsida ainge of observed time points, it is calledapdatation.
Forecasting is inherently tied to the time domaingn predictions of future observation need todrégpmed
(Wilhelm, 2015).

NOAH (2006) assesses the feasibility of using iaréif neural networks (ANN) as a real-time tool for
accurately forecasting cyanobacteria counts. AN$\tha potential to identify critical climate, hyttsgic, and
water quality variables which may influence phytopdton levels. It was applied to a single reserwdthin

a watershed and for a water treatment plant thafrbits water supply directly from two differemnters.

Artificial neural networks technology differs fromnaditional deterministic modelling approaches vkhic
attempt to explicitly represent the governing lawth physical-based equations for forecasting syttates
of interest. Instead, ANNSs represent a learninggligm approach, in which predictor variables ar@ioled
by processing representative historical eventsutjindheir architecture, and state-transition eguatiwhich
predict system responses as a function of the input

In the study (NOAH, 2006), several hundred ar@ficheural networks models of different types were
developed and tested for the phytoplankton blooredasting problem for one to two weeks prediction
horizon. Their predictive performances were compagainst measured values.

The result pointed out that the use of artificialiral networks accurately predicted only large geann
phytoplankton populations. This performance is yailue to non-linear phytoplankton behaviour, tléa
in the data, and the relatively small number ofdnisal events available. This result shows thempadblems
in phytoplankton study: (i) the many processes Iwvea that result in non-linear behaviour, (i) dfilty in

measurements due to many interferences and @k)déavailable data.

Modelling results also indicate that limiting netnis are important for accurate forecasting phgtugbn
counts in reservoirs. However, impreciseness ofsorea data values and uncertainty of how repreteata
they are of lake conditions poses an importantigsumodelling phytoplankton behaviour. Therefdoe the
authors, predicting phytoplankton succession amidbiity in natural systems remains a challenge.

Hence, historical data sets with sufficient quabiyd quantity are required to better representhigbly
complex behaviour of the algal surface water. Toikection of additional data may generate a largenber
of events for model development and artificial réuetworks testing, allowing more analysis andrionpng
forecasting capability (NOAH, 2006).

As a conclusion, the authors suggest that the regdgie elimination of input variables combined with
additional sensitivity analyses may improve systemderstanding and optimal sets of model input e
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Also, as a consequence, monitoring programs coelohmproved and artificial neural networks foreaagti
accuracy could increase.

According to Lou et al. (2017), artificial neuradtavorks alone are unable to handle linear and neaiti
processes equally well, like phytoplankton growthttpresent nonlinear behaviour for higher conatiotm
(above 50 mg/L according Gregor and Marsalek (2004)is methodology needs a high amount of data and
an extended training time. Therefore, the authoggessted multivariate statistical techniques thatlead to
better monitoring, modelling, and forecasting resul

Lou et al. (2017) proposed a multivariate statdtiechnique prediction and forecast models for thign
phytoplankton abundance time series in Macau M#dna§e Reservoir (MSR). Twice a month, the authors
monitored 23 parameters at a depth of 0.5 m df&ent points (inlet, outlet, and the middle oé tleservoir)
over 11 years to develop a more accurate modeXplaining the algal bloom mechanisms. The monitore
parameters were: Turbidity, Temperature, Ph, Caindty; Cl, Sa?, Si0, Alkalinity, HCO®?, DO, NC,
NH4*, TN, UVzss, Fe, PG*, TP, Suspended Solid, TOC, HRT, Water Level, Pitation, and Phytoplankton
abundance.

Numerical results presented that the predictionewae R of 0.764, RMSE of 0.291 and MAE of 0.236 and
the forecasting results were & & 0.875, RMSE of 0.219 and MAE of 0.120. For #adidation period, the
mathematical indicators were quite the same. Thezethe authors concluded that the multivarisgstical
technique was suitable and can be adopted fordustiudies. However, a large amount of data wasssacy
(23 parameters at 0.5 m depth in 3 different pirts order to identify the water parameters thatrev
significantly correlated with phytoplankton abundanwith the purpose of a decreased number of pEesm
to monitor, a correlation analysis and PCA (Priatipmponent analysis) were done. The results stigjyt
most of the variation can be explained by nutrigpltysical parameters, and soluble salts. How@&@A did
not reduce the number of variables in the studiysbved as a mean to identify those parameterséusthe
greatest contribution to variation in the waterlgy&f reservoirs.

Based on the results, the authors recommendetbttfature water quality monitoring programs, meféort
should be placed on increasing the sampling frequandifferent times, instead of increasing sanmgppoints.
They suggest that a couple of monitored pointseamigh to extract information for further analydikis
conclusion results in great relevance to the ctinesearch because high-frequency monitoring wed.us

2.4.4. Warning system for surface water
blooms using statistical models

In urban areas, eutrophication and cyanobacteli@ns will not be solved in a short time (Li Wei at,
2013). Therefore, it is important to predict thelmbility and intensity of cyanobacterial bloomswater
bodies used for drinking water or recreation atiégi An alternative for lake management is the afse
probability of occurrence for blooms. Simple modsds be used to estimate the probability of al¢@brins
(Li Wei et al., 2013).

The use of statistical model approaches is amaitiee to improve the weak predictive power of defaistic
models. For operational short-term applicatiorstistical models are more accessible and more (&bidc
et al., 2018). In this case, specific processed,dhnnot be easily be described using deterndrasilations,
are modelled using knowledge rules. Examples of ube of a Kalman filter with an application for
phytoplankton predictions can be found in Alleraket(2016) and Mao et al., (2009).

Because of high spatial variability and an houirlyeiscale for the formation of surface water surfalcems
(scum), early warning of scum events is a challdfigglings et al., 2003). Models have rarely beseduto
forecast daily blooms even though they are a gaily chanagement tool to provide predictions on wate
quality for local authorities (Li Wei et al., 2013)
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After a water supply crisis in Wuxi, China in Ma§®, millions of residents were forced to depenthattied
drinking water. For better management in such aasan, allowing for efficient decisions over short
timeframes, an early warning of cyanobacterial biamcurrence would be very useful (Li Wei et al13).

Li Wei et al. (2013) used a forecasting model thaluded the weight of algal biomass, wind velocind
weather conditions to predict the probability oddoin occurrences. According to the authors, the roenoe
of a short-term bloom event is nonlinearly rela®anany environmental factors, but the key onesagal
biomass, wind velocity and rainfall. By using themerical short-term cyanobacterial simulations {ri2x
days), 97 cyanobacterial blooms forecasting repwete created and sent to the authorities from|Agri
September in 2009 and 2010. The forecast results efecked using remote sensing images and baeysur
data. The spatial distribution of forecasted bloonagched the observations approximately 80% ofithe.

Qin et al. (2015) developed and tested a cyanohaickéoom reduction strategy programme for Lakéhlia

in China, combining surface cyanobacterial bloomnitooing, forecasting, alert warning and risk
management. The probability of surface cyanobacteloom prediction was calculated by the product of
chlorophyll biomass (predicted by Li Wei et al. {3) mathematical model), wind strength and preaijub.
The algal biomass (Chl-a) prediction model wastwine a week, in which measured values were usdkas
initial conditions for every simulation. Using tbhganobacterial bloom monitoring and forecastingesysalert
the lake management was improved. Better emergesponses could be enacted, such as (i) flushihg, (
algal collection and removal, (iii) emergency wateality measures, (iv) setting up barriers aroniet water
drinking water plant and (v) use of specific chestgcproducts (potassium permanganate oxidation and
powdered activated carbon adsorption) for remowiolgtile sulfide chemicals and dimethyl trisulfided
cyanotoxin. These measures could guarantee noimlgimkater contamination during the program.

Ibelings et al. (2003) designed and tested an e@aining system (EWACS) for a large lake, whichdirts

the occurrence of cyanobacterial scums (surfaceestration higher than 10 gC/m3) formation in cuadilve
terms, based on wind speed, irradiance and tindapfdata. Based on 12 years of NOAA images, this
approach, combining a biomass model with a fuzpeebsystem, was tested and validated on Lakdrjess

in the Netherlands.

In the study, scums were observed in 23 imagesniduel could give a proper prediction in 19 ca8384).
In 290 images, surface blooms were absent, anantigel gave a proper prediction in 270 cases (93%).
Therefore, for the prediction of absence and prasefblooms, the model performs very well. The mast
dominant genera present during the study periaryafiobacteria were Microcystis and Aphanizomenon.

Thus, good scum prediction performance clearly iregugood weather forecasts. The unpredictabifithhe
forecast increases with the duration. Thereforeeéoly warning against surface blooms, a periof2afiours
seems to be sufficient (Ibelings et al., 2003)

The authors highlight that the most important megkegical factor that affects scums formation isevgpeed.
They simulated a realistic measure of uncertaidtyirey meteorological data with a variation of wisgked

of +- 0.4 m/s. The results appeared to not be gengitive to this limited uncertainty in wind speétie
authors conclude that fuzzy models appear lesseptibte to error propagation when compared to full
deterministic models of bloom formation based dfedéntial equations.

Another example of the successful use of fuzzycldgi predict cyanobacteria bloom can be found in
Laanemets et al. (2006), applied to Nodularia enBlltic, and Blauw et al. (2010) which predictedrh on
beaches.

In fuzzy logic, the stated variables are expregssedqualitative way. A disadvantage of this applois that
it may not develop deeper knowledge on bloom foionaby not addressing all of the physical, cheméral
biological processes involved. Nonetheless, knoviireg probability of bloom occurrence for the neavf
days, a greater effort for monitoring can be cdroet punctually and efficiently, configuring a teetand
more efficiently monitoring program if bloom eventsre confirmed and measurements performed.
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2.5. Regulatory context of lake water quality

Management actions are usually based on regulatmigs. Therefore, the next sections present tha mai
directives for lakes around the world. Three typésegulation were addressed: (i) regulations eelab
environmental conservation, (ii) regulations refate direct contact with water, such as recreatiovaer
bodies, and (iii) regulations related to drinkingter.

2.5.1. The guidelines of the World Health
Organization

The World Health Organization (WHO) establishedasype risk guidelines for chlorophyll-a, cyanobaete
cell counts, and microcystin. This literature iglaly used to determine the risk of exposure tol dtgans.
Due to more accessibility in monitoring, it is imamt to note that chlorophyll-a concentrations and
cyanobacteria cell counts serve as proxies fopttential presence of algal toxins. Therefore, theyalso
used as an ecological indicator.

Due to the harmful effects of toxic cyanobactewater authorities worldwide have adopted management
strategies to improve handling of bloom events. iagn components of these strategies are the fbatiton

of threshold levels, which define the alert leviedsnework and specific interventions due to thk msolved.

For human health protection, three levels of prdiglor health effects (WHO, 2003a) are definbdsed on

the presence of cyanobacteria chlorophyll-a:

(a) Low level, up to 1Qug/L;
(b) Moderate level, up to 50y/L; and

(c) High level for the formation of scums.

For recreational activities, specific countriesmally use an alert framework with two or three lsybased
on a short-term cyanobacterial cell numbers ordliome assessment at the recreational site. Thestdeeel,
‘Surveillance Mode’, normally does not imply in apyblic action, it simply advises authorities totioue
or intensify their monitoring. The next higher I&vélert Mode’, adopted at different levels, iTansequence
of an indicator such as microcystin or cyanobaat@ell counts or biovolume (Figure A2 Annex). Rifént
countries have different alert thresholds (Ibeliagal., 2015).

For recreational water bodies, the risk is potdgtiaore difficult to assess because of the numemints
where people may enter or move around the lakdhenteterogeneous and rapidly changing distribatain
cyanobacterial populations, particularly for scuwtich may accumulate and be transported by the .wind
Therefore, the use of mathematical modelling iseattool to overcome this difficulty, although gaideline
emphasizes its use.

Regarding cyanobacterial toxins other than micrticyshe WHO Guidelines for Drinking-Water Quality
consider that there are insufficient data to desivalue for cyanobacterial toxins. Therefore alglime value
for total microcystin (free plus cell-bound) isud/L in drinking water (WHO, 1998).

The WHO has also proposed an Alert Level Framevarthe management of drinking water sources (Choru
and Bartram, 1999), where the criteria can chawgerding to local monitoring history data.

Alert Level 1 represents that the cyanobacteriplpation is 2,000 cells/mL or 0,2 nith biovolume or Lig/L

for microcystins. Values below these limits aresslfied as Vigilance Level with regular monitoringert
Level 1 conditions require action to decide abdw tontinuation of drinking water based on the wate
treatment efficacy and total toxin detected.

The threshold criterion for Alert Level 2 is cyamakerial biomass over 100,000 cells per ml (10%tm
biovolume or 50ug/L chlorophyll-a), and with the presence of toxpesformed by chemical or bioassay
techniques. It describes a toxic bloom with higtniiiss and probably scums regions. Alert Level Besemts
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a significant increase in the risk of human heelffiects from the supply of water by a system witt a
enough efficiency.

2.5.2. European Water Framework Directive

In order to mitigate the degradation of water resesl and to ensure the sustainability of marine and
freshwaters, the European community stated watelitgicriteria through the Water Framework Direetiv
(WFD) (European Parliament and Council, 2000). WED presents indicator parameters for predicting
microbiological health risks and achieving a higkdl of protection of inland surface waters, traosal
waters, coastal waters, and groundwater.

The main objective of the WFD is to assure thatEallopean Member States implement the necessary
measures in order to prevent deterioration of thtus of all the water bodies and to restore the good
water status by 2015. It was revised by the Enwiremt Agency to acquire good status in at least 60%
waters by 2021 and in as many water bodies aslpedsi 2027. According to WFD, good status conubgs

the biological and chemical quality elements fa Hurface water body show a low difference fronuraht
condition.

In the WFD, biological quality elements refer toypplankton, macrophytes, phytobenthos, benthic
invertebrate fauna, and fish fauna. Regarding pigtdton, the focus of this study, a good statlosiel only
slight changes in the composition and abundancplasfktonic taxa. Such changes do not indicate any
accelerated growth of algae, resulting in undekrdisturbance to the balance of present organisrnise
water body or to the physic-chemical quality of tineter.

About lake monitoring, the frequency should beldihed respecting the parameter variability résgtrom
both natural and anthropogenic conditions. The ehdsequency needs to achieve an acceptable Iével o
confidence and precision with at least a 6-mongigidency for the phytoplankton and every 3-months fo
physical-chemical parameters (thermal conditiorygexation, salinity, nutrients and acidificatioratss).
Due to the high dynamic of phytoplankton behavidhis frequency certainly does not capture all
phytoplankton growth peaks and associated risks.

In the European Union a specific regulation dirddby the Bathing Water Directive (BWD), is applitd
bathing waters, a practice which is common for sonban lakes. The first directive in the Europeamod
(EU) was started in the 1970s, with the purpossafeguard public health and clean bathing watecseM
recently, the revised Bathing Water Directive @UQEC) replaces the former one (76/160/EC) (Eusape
Parliament, 2006).

This BWD establishes:

(a) The monitoring and classification of bathingevaguality;
(b) The management of bathing water quality; and

(c) The provision of information to the public oathing water quality.

This directive shall be applied to any elementwface water where the competent authority expestple
to bath, as well as where a permanent bathing Ipitadn is not imposed or no permanent advice agains
bathing has been issued.

The 2006 BWD simplified and updated the rules basadscientific knowledge and environmental
management experience, providing clear informabantizens about the quality of bathing waterscéwing

to the directive, every European Member Statedsired to monitor and assess bathing water quiaityt
least two parameters (Intestinal enterococci arxth&schia coli). A sample needs to be taken shiefpre
the start of each bathing season, and no fewerftharsamples need to be collected and analyzedagibing
season (Annex IV, European Parliament, 2006).
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The regulation implements the “bathing water pedfilThe public must be informed of the bathing wate
guality through these bathing water profiles. Thefife shall present: (i) a description of the bathwater (
physic, geographic and hydrologic characteristigg)an identification of pollution causes (withd expected
frequency and duration) that may impact bathingevga&ind harm bather health; and (iii) an assessohéme
potential of cyanobacteria proliferation, macroa@@nd phytoplankton at the monitoring point. Eweayer
management action must be explained.

In addition, if necessary, other parameters coldd be considered, such as the presence of cyareoiaar
microalgae. When cyanobacteria blooms occur inibgtivater, monitoring need to be performed to c#teh
health risks. If proliferation does start and ribkse been identified, the public need immedidielye alerted
and measures taken to prevent exposure.

If short-term pollution is detected, adequate managnt measures must be taken to prevent, reduce or
eliminate the causes of pollution. Actions as slllarece, early warning systems and monitoring ackdated.

Brief information on the bathing water status facle monitored lake is available online throughEheopean
Environment Agency website. Additionally, the Eueap Environment Agency (EEA) and the European
Commission publish the annual European bathingrvweptelity report that indicates the quality of wafter
bathing.

While the BWD describes risk assessment and regotabnly in general terms, not specifying values f
guality parameters other than Intestinal enterdcaed Escherichia coli, most EU member states besated
more specific regulations, most of which are bamednalysis of cyanobacterial biomass and critefride
drinking water. The European Union Drinking Watdardative (EU DWD) provides a general degree of
protection, without mentioning cyanobacteria speaily (Ibelings et al., 2015).

2.5.3. Clean Water Act of the United States

In order to restore and preserve the physicalpgiohl and chemical integrity of the waters of @ditStates,
the Clean Water Act (CWA) of 1972, establishes &y quality standards for surface water (USA EPA
2015).

The National Aquatic Resource Surveys (NARS) haisssical surveys of coastal waters, lakes andvess,
rivers and streams, and wetlands with indicatorgrdgerococci, algal toxin (microcystins), chloroftay
phytoplankton and dissolved oxygen. It providesiinfation about lakes and estimates how the magssirs
are impacting the lake quality. It also providdsistory of the improvement of lake water qualityaseres.
NARS is organized by four individual surveys:

(a) National Coastal Condition Assessment
(b) National Lakes Assessment

(c) National Rivers and Streams Assessment
(d) National Wetland Condition Assessment

The objective of National Lakes Assessment is émiifly the state of the lakes, ponds, and reses\amross
the United States every five years (NLA, 2012). Thst data collection was conducted in 2007. The
methodology is based on selecting lakes randomiggresent the population of lakes.

To evaluate biological state, trophic state, reiwaal suitability, and reasons that are affectimg biological
quality of lakes, a set of physical, biologicaldarhemical indicators are used and measured (Pabje

48



Table 2.2 -Indicators evaluated for the 2012 National Lakese&sment from the United States. (NLA,

2012)
Biological Chemical Physical Recreational
Benthic Acidification Drawdown Algal toxin (micrgstin)
Chlorophyll-a Atrazine Human disturbance Cyanoh@zte
Zooplankton Dissolved oxygen Lakeshore habitat
Nitrogen Physical habitat
Phosphorus complexity

Sediment mercury  Shallow water habitat

Recreational activities (human use) indicatorss@néd in the fourth column of Table 2.2 are useaktess
whether a lake can support recreational uses sustviaaming, fishing, and boating.

To address recreational and human health-relatediderations, the NLA examines concentrations ef th
algal toxin microcystin, along with cyanobacter@ counts and chlorophyll-a concentrations asdattirs of
the potential for the presence of algal toxins.

NLA analysts assessed three indicators regardiorgaional conditions: 1) Microcystin, a toxin puaegd by
cyanobacteria; 2) Cyanobacteria; and 3) Chloropduyll

While quality criteria values for microcystin arstablished, other cyanotoxins, or any other algeht are
not presented. The criteria are based on the WH@elpes (USEPA, 2009).

2.5.4. Brazil Regulation

One of the study sites of the present researaihBsazil. Therefore, the next sections will addrBsszilian
regulations, presenting the main CONAMA resolutiansl environmental licenses.

In Brazil, one of the objectives of law n° 9.433Kx5tablished that water of appropriate qualitypadiag to
its use, shall be assured to current and futurergéions. This law also establishes the classifinaif water
bodies according to current and potential wates aseone of the instruments of the National WaesoRrces
Management Policy.

CONAMA Resolution No. 357 from 17 March 2005 praesdthe classification of water bodies (freshwater,
brackish or saline) and environmental guidelinedefines types of water bodies, as well as tHagsification
that will be important for the destination of italtiple uses, such as human consumption, animagringy,
leisure, and use in industries.

Fresh water bodies are classified according togtiadity required for their prevailing uses in figeality
classes:

(a) Special Class. Water intended for human contomgfter treatment with disinfection;

(b) Class One. Water intended for human consumjtiter simplified treatment and recreation of priyna
contact (swimming, water skiing, and diving);

(c) Class two. Water intended for human consumpditer simplified treatment and recreation withpary
contact (swimming, water skiing, and diving), iatgn, aquaculture, and fishing activities

(d) Class three. Water intended for human consumgfter conventional or advanced treatment, itioga
with no direct contact, fishing activities, recieatwith secondary contact (contact with watergeradic or
accidental, and the possibility of ingesting watesmall, as in fishing and navigation) and animaker

supply;
(e) Class four. Water intended for navigation artlscaping.
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Other parameters are also present in the resol(@idatal of 36 inorganic and 56 organic paramgtdns
Special Class waters, the natural conditions obtiay of water shall be maintained.

Resolution 274/00 of CONAMA specifically addrestesuse of water bodies for swimming and watertspor
such as fishing and navigation. The resolutionbdistzes that the water quality of these bodies khba
classified as proper or improper, according totlwaiues of faecal coliforms (thermotolerant) astHerichia
coli. sampled at the same point. Preferably, samghould be done on days and at locations of egeate
by the public.

Water will be considered improper when, for thenpeampled, one of the following occurrences isfieet.

(a) Value obtained at the last sampling is gretiien 2500 faecal coliforms (thermotolerant), 200@d, or
400 enterococci per 100 millilitres;

(b) Presence of solid or liquid waste, including/age, oil, grease, or other substances capablesépting
health risks or turning recreation unpleasant;

(c) pH <6.0 or pH> 9.0 (fresh water), apart frontunal conditions;

(d) Algae bloom or other organisms, until it issddished that they do not offer risk to human healt

(e) Other factors that contraindicate, temporarilpermanently, primary contact with water.

In Brazil, another instrument to ensure the avditglof water at an appropriate quality are enwvincental
licenses. Although these licenses are not apphetligively to urban lakes, the focus of this reskaa brief

description will be provided due to the similaréf monitoring and ecological modelling demandsakels
and reservoirs.

To obtain an environmental license for new projesiish as reservoirs and hydroelectric dams, emviemtal
studies (EIA/RIMA) are required. The EIA (environmt@ impact study) is a technical document thalyees
the possible impacts generated by a project angestig alternatives technologies and locations. RIMA
(environmental impact report) has the function lairitying the information contained in the EIA fdine
population.

Brazil has great hydropower potential. For each igdropower project, the Brazilian Institute of the
Environment and Renewable Natural Resources (IBAM)ts a Reference Term (TR). This TR aims to
determine the comprehensiveness, procedures aratafjemiteria for the elaboration of the EIA and th
respective RIMA.

For high impact projects, one of the requiremesttipresent a specific prognosis of hydrodynaraits
water quality resulting from the implementationtie® proposed reservoir through mathematical modéis.
study should present, among other requirements:

(a) Technical justifications for the mathematicaldal chosen;

(b) Model the different systems that will be form@dservoir, downstream stretch and downstreanhef t
return of flows, in the case of power generation)

(c) Hydrodynamic model calibration;
(d) Inform the technical literature used;
(e) Uncertainties of the model input data;

(f) The output data of the water quality model eamihg: water residence time, water temperatussaived
oxygen (OD), Biochemical Oxygen Demand (BOD), plmsps, nitrogen compounds (nitrogen, nitrite, and
nitrate) and chlorophyll-a;

(g) Evaluate through simulated results the possilwf thermal, chemical and biological stratifimats.
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Due to the high potential of water in Brazil forterasupply and electricity generation, the scopithefcurrent
research can also be applied in other areas baybaa regions.

2.6. Urban lake characteristics and challenges

Urban lakes are frequently part of the urban staatewdrainage network and offer a diversity of eational
activities, contributing to the landscape composiand urban quality of life. They are increasingigognized
as essential biotopes for maintaining ecologicatioaities and for supporting biodiversity in urbamd peri-
urban areas.

Global changes and anthropic activities in densalgupied catchments of urban lakes result in heavy
pressures that strongly affect lake water quakitigh nutrient loads boost the production of phyamditon
biomass. Associated with heat waves, high nutrieatls also increase the occurrence of cyanobacteria
blooms, which may affect the uses of the lake.®\example, in situations in which the body is usa aource

of drinking water, a potential degradation factor Water quality may result in a risk for the urbaater
supply (Li Wei et al., 2013; Melo et al.. 2017).

There is increasing interest worldwide about tteqution and management of urban lakes. This caebe
stated in the Millennium Development Goals fromtgdiNations (United Nations, 2015) and in the Easop
Union Water Framework Directive (European Parliangerd Council, 2000). On a global scale, the mjori
of lakes are small lakes with an area smaller th&n? (Downing et al., 2006). For example, in the Tle-de
France region around Paris, 99% of lakes have em smaller than 0.5 Kgwhich is the minimum size for
lakes monitored within the European Water Framewirective (Soulignac et al., 2017). However, it is
recognized that in some regions where there are/ maall water bodies, this directive needs to bepsst
(REFCOND, 2003).

Urban lakes have been less studied than non-urbas, and more knowledge about their ecological
functioning is required for improving their managam (Birch and McCaskie, 1999a; Gong et al., 2016;
Soulignac et al., 2017).

For good lake management, modelling how phytoptamiopulations dynamically change is very useful.
However, the high complexity of the nonlinearityvwehiter variables and their interactions make mougll
phytoplankton growth rather challenging (Zhang had, 2017; Gong et al., 2016)

Even in small and shallow urban lakes, the spdisitibution of phytoplankton biomass generallypthys

large heterogeneities (Ibelings et al., 2003; Pebal., 2011; Porat et al., 2001; Welker et &l03). Therefore,
three-dimensional modelling is required for sim@the spatial heterogeneity of phytoplanktonribistion

and, more specifically, of cyanobacteria biomasa#sch have the potential to produce toxins (Lebalg

2011; Gong et al., 2016).

Hydrodynamic behaviour in shallow urban lakes mplex due to weak stability (Pobel et al., 201 lylgmac

et al., 2017). This limited stability causes altgimg periods of thermal stratification and mixiogndition
events (polymictic lakes). Hence, ecological preessand lake water quality are strongly affected by
hydrodynamics. Therefore, three-dimensional modelgport the understanding and prediction of lake
ecosystem behaviour in response to many extereakpres, such as climate forcing, nutrient loacimgl,
pollutant input (Chanudet et al., 2012; Evelyn ApiarMedrano et al., 2013; Soulignac et al., 2018).

External forcing is generally very heterogeneousspace and time, such as stormwater inflow and
meteorological conditions. In shallow lakes, metémgical forcing may impact the greater part of wWeger
column, affecting physical-chemical and biologigatocesses. Processes involved in phytoplankton
distribution in space and time occur all over tlgstam at all time scales, from chemical reactioithin
seconds, through phytoplankton growth in day-nigites, to population density changes over seaaods
the interannual variability in the appearance draldisappearance of phytoplankton species (Khad. et
2018). As a result, high-resolution and high-fretpyemeasurements are necessary to capture all ehamg
and the relationship between factors, such as giairihe water column, light, and nutrient availiépi
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These factors influence the physiological rhythnpbytoplankton. To fully grasp the spatial and tenap
variations of phytoplankton communities, it is innamt to develop efficient monitoring programs. helps
with the analysis of the evolution of various imigaaf external forcing, and achieves an efficieahagement
of water resources and the protection of aquatisystems.

Measuring devices provide essential observatiorth®functioning of urban lake ecosystems. Progdiata
and tools for the hydrodynamic, physical-chemiaadl &éiological processes occurring in lakes is vital
perform extensive research on ecological processes.

Monitoring and modelling play an important role ietter comprehend and predict urban lake ecosystem
behaviour and help with lake management challen§snings of ecological state and knowledge of lake
dynamics help create and modify a lake manageniant(erimm et al., 2000). Thus, efficient monit@in
and modelling systems are increasingly requirethi®@management of lake ecosystems and freshwadersh

in general. Mathematical models are important teolsinderstand the spatial heterogeneity and teshpor
distribution of water quality in lakes and the stvisy to external driving forces in different scarios (Yi et

al., 2016).

2.7. Lake Champs-sur-Marne study site

One of the study sites in this research is Laken@iisasur-Marne in France. In this section, a brnie§pntation
and discussion of previous studies conducted stidkie is presented. The lake is a small and shaltban
lake located near Paris, France. A complete degmmipf this lake can be found in section 3.1.

Scriban (2015), using the Delf3D-FLOW model, paried a sensitivity and calibration study for therminal
behaviour of Lake Champs-sur-Marne. The calibratm@thodology applied will be explained in this smtt
because it was taken as a basis for the currezanes

Meteorological data were obtained from the Orlypait meteorological station. Orly airport is ab@atkm
southwest of the lake. Wind intensity and directiogasurements are carried out 10 m above the grésnd
Lake Champs-sur-Marne is small, the wind that readhe surface of the lake is greatly influencedhay
trees around the lake. Therefore, the evaluatianrefiuction factor of wind intensity was applied.

The parameters evaluated in the hydrodynamic nealiddration were: Secchi depth (water transpargrecy)
reduction factor of wind intensity and water albedlibedo is defined as the ratio of irradiancegetiéd to the
irradiance received by a surface.

With an initial water temperature from field measuents, meteorological data were used as inpuéesaiu

the model. An evaluation of water transparency eslith a range between 0.5 and 3 m, in 0.5 mviaker
was carried out for the period from™@3une to 08 July 2015 (13 days). The best results, based@mtéan
absolute error (MAE) and the coefficient of detaration (R) of agreement between calculated and observed
data for 3 depths (surface, middle, and bottomhdgptvere with a water transparency of 1.0 m.

With the Secchi value fixed at 1.0 m (representin@ m of water transparency), a range of wind facto
between 0.50 and 1.0 were tested with variaticervails of 0.1 m. The best results were obtaineld aiwvind
factor of 0.6 (meaning 40% wind intensity attenoayi

A range of albedo values from 0.06 to 0.1 were tdsted. This parameter is used to calculate {hat isolar
radiance used in the simulation. The best resudtatdiained with an albedo of 0.08 (meaning that 8éb of
the irradiance does not penetrate the water body).

However, analyzing the results obtained, even #s kesults presented temperatures at the bottashwh
were too high, as well as an evolution of the terajpee in the middle of the water column with expes
values during the day, inconsistent with measueddes. Therefore, with albedo fixed at 0.08 anddfactor
at 0.6, the Secchi values were tested again, lihtawariation of 0.1 m instead of 0.5 m.
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The best results were with a Secchi value of 0.7he agreement with measured values was very good,
presenting a MAE of 0.51, 0.50 and 0.34 and R2@24, 0.916 and 0.916 respectively, for the surfadddle
and bottom depths.

This calibration methodology allowed for considdeainprovement in the results. Comparing the meim w
the three depths evaluated, the model performaoesitors during calibration achieved initial vadwé MAE
of 0.95 °C and R2 of 0.365 and ended with an MAB.46 °C and R2 of 0.905.

Huguenard (2015) observed that, for Lake Champd/sune, water temperature is the most influential
parameter on Cyanobacteria occurrences (Microgystihanizomenon and Anabaena). Cyanobacteria
development is lower in extreme temperatures. Heweanother hypothesis for this behaviour is the
competition between species, with the presendoflagellates being the possible cause for Cyaotaia

low development at higher temperatures (Peiffet620

Through the database, the following outcomes weeseived: three genera of cyanobacteria develop at a
temperatures above 13 °&phanizomenomshows higher biomass for temperatures above 22¥Cgenus
Microcystis does not develop at temperatures above 20 °C,Aaradaenashows higher biomass for
temperatures between 17 and 19 °C.

In order to analyze the relationship between aiperature and cyanobacteria biomass, the degreeelinpd
was applied to the 2015 dataset (Peiffer, 2016)s fethod (McMaster and Wilhelm, 1997) consists of
calculating heat accumulation for the growth of dhganisms. The reference temperature adopted 8VaS,1
according to previous observations. The averagéaiperature of the previous 10 days was used.rA ve
significant correlation was obtained (r =0.81)

This correlation shows that an accumulation of walays is a variable which influences the growth and
biomass of phytoplankton.

Khac et al. (2018) used high-frequency measurenfemnesy 5 minutes) of physical-chemical variableater
temperature, conductivity, pH, dissolved oxygempmophyll-a fluorescence (proxy of total phytokéon
biomass), and phycocyanin fluorescence (proxy ainopacteria biomass) to observe that periods of
cyanobacteria blooms correspond with phytoplankirelopment during lake stratification. The authmsd

the average ratio of phycocyanin to chlorophylitg Chl-a*/pg PCLY) to reinforce this conclusion.

Khac et al. (2018) also highlighted that the uskigh-frequency monitoring was able to detect hgudhily
and seasonal variations of different environmeatad ecological variables that would not be possible
observe through weekly or monthly sampling, theertoaditional measurement approaches.

2.8. Lake Pampulha study site

The other study site in this research was Lake R#ragn Brazil. In this section, a brief preserdatand
discussion of previous studies conducted on tlis is.presented.

Silva (2014) applied an integrated modelling apphda the lake and its watershed. For modellingytrantity

and quality of urban runoff in the lake watershbé, model chosen was the StormWater ManagementiMode
- SWMM 5.0. The SWMM model was calibrated usingaartiomatic calibration routine based on a genetic
algorithm. The Nash-Sutcliffe coefficients obtainga SWMM calibration and validation were 0.70 &nd2,
respectively. The unidimensional model DYCD, shéot DYRESM-CAEDYM (dynamic reservoir
simulation model-computational aquatic ecosystermadyics model) was applied to simulate the
phytoplankton dynamics in Lake Pampulha.

With initial physical, chemical, biological condiis and meteorological forcing the DYCD model was
calibrated and validated for the simulation of mipjdinkton dynamics before being coupled with SWMM
model. The DYCD model has more than 70 parametershé simulation of each phytoplankton group. The
values of each parameter also depend on the spetifiracteristics of the ecosystem. To identify the

53



parameters that could significantly influence pipjankton dynamics, a sensitivity analysis was caotetil
The value of each parameter was changed and trecirop the model performance was recorded. Afeer th
sensitivity analysis, 18 parameters proved to aftee model's performance by more than 10% in the
prediction of phytoplankton biomass. These pararaetere then used in the model calibration. Moshese
parameters were about algal physiology and algaitsbmetry.

Concerning the calibration performed, the frequeotyvailable temperature data was monthly, thes th
model was just able to represent in general ten@slbminant processes that occur in the water. €omg

the biomass of cyanobacteria, the results of DYGDevalso compared with a low amount of data (8eslu
from April 2008 to March 2010 and 14 values fromt@ber 2011 to October 2012). The model could
reproduce the general trends of growth and deciieagkytoplankton biomass. The ecological model was
unable to represent the high variability of obsdri@al suspended solids (TSS) and nutrient coragons.
The model was not able to reproduce total phosph@m) and N& concentrations. For most of the observed
concentrations, a lower variation was presentedha simulated concentrations results, in which TP
concentrations were overestimated and®N¥@re underestimated (Silva et al., 2019).

Belico (2017) investigated the dynamic of the Léampulha in relation to rain episodes using monthly
samples performed during 2013 and 2015, and higduffncy temperature measurements at water surface
during 2011 to 2015. The model obtained a Root M&gumare Error (RMSE) with a range of 0.59 to 101 °
for thermal profiles and 1,08 °C for surface higbgiency measures. The simulated water temperature
presented an overestimation during winter seasdhs. phytoplankton biomass model presented high
sensitivity for physiology parameters. The RMSE wathe range of 72.31 to 86.1gChl-a/L. The nutrient
concentrations were not calibrated and validatesihdJthe measurement values and the General LakielMo
(GLM-AED) model results, the author concluded ttamfall events during summer were not able to gean
the stratification condition to a mixing conditidburing winter and dry seasons, a mixing conditi@s more
observed, accompanied or not by rainfall eventsi.c€ming the impact of rainfall in the ecologichttte lake

the author concluded that the conductivity and rdghyll concentration decrease during rainfall éseand
present lower daily amplitude. The author also lgthed that the phytoplankton biomass migratedaeper
depth during rainfall events (2 to 4 meters deeper)

In the present research, analyses will be perfottmedigh high-frequency measurements for Lake Pémapu
Measurements were performed at surface (0.5 mm255 m and bottom (9.5 m). The measurementgh-hi
frequency performed in these four depths will bepared to three-dimensional hydrodynamic modelligsu
allowing a deeper analysis of the lake hydrodynamic
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3. MATERIALS AND METHODS

In the present research, two experimental studg svere investigated: Lake Champs-sur-Marne, al smeél
shallow urban lake in France, and Lake Pampulh@e@ium-sized and shallow urban reservoir in Brazil.

Lake Champs-sur-Marne (Figure 3.1), created asudtref sand extraction, is a small and shallove Jakith
a water surface of 0.12 Kpan average depth of 2.3 m, and a maximum dep#hQof. It is mainly fed by
groundwater flowing from the water table of the nhyaMarne River.

Lake Pampulha was built in the 1930s for many pseppincluding drinking water supply. The lake has
water surface area of approximately 2.(*lend a volume of about 10 million®naccording last bathymetry
measured in November 2014. Its maximum depth i Ehd the average depth is 5 m. The Lake Pampulha
catchment, composed of 8 main tributaries, hasfaciarea of about 98 km2 and approximately finedned
thousand inhabitants. It is a very urbanised aniamore than 70% of the surface anthropised (Matas.,
2017).

This research focuses on the time evolution of gblginkton biomass and the lake hydrodynamic belavio
over short periods using a three-dimensional madel high-frequency measurements. The third chapter
presents the two sites studied in the sectiontBelineasurement devices for each lake in the se8tiy the
model formulations are presented in the sectiontBeBmodel configuration and parameters in théses.4,

the inputs for the performed simulations are presethe section 3.5 for Lake Champs-sur-Marneiarttie
section 3.6 for Lake Pampulha, and the mathematidadators used to evaluate the model performantiee
section 3.7.

3.1. Study Sites
3.1.1. Lake Champs-sur-Marne
The study site, Lake Champs-sur-Marne, is locabetita20 km east of Paris (Figure 3.1) in a greetsp

The park has a surface area of 0.4 lamd is frequented by children from a nearby urd@a. Recreational
activities include kayaking, sailing, swimming, Welimbing, and soccer, among others.

PA RS LTl |....1. i

Aerial photos (Figure 3.2) show the lake regionmythe sand extraction quarry which formed thelake
lake is filled mainly by groundwater, flowing frotine water table of the nearby Marne River, curydottated
around 80 m north of the lake. The lake has beerldped as a leisure base by the Department okSein
Saint-Denis since the 1970s (Huguenard, 2015).
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Figure 3.2— Lake aerial photographs. a) 1923 b) 1933 c) Bxifce: Géoportail® from Huguenard (2015)

After an extensive flood in 1970, the morphologyttad lake was modified by the rehabilitation of benks

on its northeastern boarder (Figure 3.3). This phthe lake, which is the closest to the riversweagularly
impacted by flooding of the Marne river.

Figure 3.3— Aerial photographs (a) before the flood in 19@9,during afloo in 1970 and (c) after the
morphology adaptation in 1971 (source: Géoportailf@pted by (Huguenard, 2015)

Another important characteristic is the islandhia tentre of the lake. Some parts were reprofilaatder to
soften their banks. A channel (dead arm) locatethereastern side, which had accumulated an en@rmou
amount of organic matter, has been filled in withtenial from the reprofiling of the banks (Figurel)3
between approximately 2009 and 2014. The reasothierintervention was not clear for the currerkela
manager, although it was probably performed dysoto water quality in this channel.

: . |
Figure 3.4— Channel grounding on the island. Source: Adafited GoogleEarth®. Left: August 2005;
Right: April 2014

Two principal channels divide the main island (F&8.5), both have 1.3 m deep and less than 150 |
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Figure 3.5— Main fetures of the island. Source: Adapted ffd@oogle Earth®

A small island was also created in the south fattielake to provide a nesting area for birds (Fég3.6).

Figure 3.6— Small island created in the south part of the ia red circle. Source: Adapted from
GoogleEarth

Since the late 1990s, birds have been regularlyepiteon the lake. The dominant species are Phataevo
carbo (great cormorant), which are found mostlgheawinter, Branda canadensis (Canada geese) tiwatg
the year, and Ardea cinerea (grey heron). Othasiep@resent include the common gallini®e\fle d’'Eau)
great crested greb&(ébe Huppée)and mallardsGanard Colvert) These birds are mainly located on and
near the central island. Measures to regulatedaipdilations have been implemented by means ohguittees
and scaring systems, but with limited success.

Ornithological monitoring was also carried out bBRIF (Centreornithologique d'Tle-de-Franceuntil 2008,
before being taken over by agents of CD 93 (Seaist®enis County), to monitor the evolution of thest
important populations present at the lake and é&s®achealth risks.

Since 2004, sanitary problems have appeared daedbindicator bacteria and to the presence aficigxins,
caused by the proliferation of cyanobacteria. Sthe&a, swimming in the lake has been repeatedinddm
the summer because of potential health risks camgéakic cyanobacteria blooms.

The northern part of the lake has two beachesWionsiing. The small beach was first delimited byatiog
buoys in the late 1980s and restored in the e&904. Deposits of sediments were dragged up aracexp
by laying an impermeable tissue and a layer ofgramd sand. Currently, the water at the small helnes
not communicate with the lake (Figure 3.7). Accogdio park employees, approximately 10% of itsltota
volume of water is manually renewed daily througkds from the park.
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Figure 3.7— Small beach. Photo: author, March 2017

The large beach was created more recently, firgtdaging buoys, then by a floating bridge madevoiod

and stainless steel (Figure 3.8). A net has beaceglunder the floating pontoon to limit the expam®f

filamentous algae. A rotary harrow aerated the w@rley straw and aerators were set up betwe#@ and
2012 to try to solve the problem of cyanobactend & mix the water column. The barley straw watsipu
bales under the floating bridge, and the aeraters \fixed between the pontoon and the net.

L
™= Acrators

Floatingbridge

Figure 3.8— Large beach and equipment installed. Photo: aukharch 2017

In April 2006, 4100 kg of Aquaclean P (a nitroptibacteria-based product) were gradually pouretthén
water over three days to increase its transparéityer products such as herbicides and algaecideswged

to manage the macrophytes present in the water, bddgh presented a constraint for the passageatsb

A sediment analysis, which was carried out follogvilredging in 2008, highlighted the high load ofrigunts
and copper near the beaches and the central isldmedexported sediments were deposited on thedislan
(Huguenard, 2015).

Since 2012, there have been continuous occurrericdgae blooms and no new solution for improving t
lake water quality has been proposed. MNHN supjpmsexygen and high cyanotoxin concentrations to be
the main causes of fish death, which occurred 8012000, 2010 and September 2015 (Huguenard, 2015)

3.1.2. Lake Pampulha

Lake Pampulha is an artificial reservoir locatedBelo Horizonte, a city of 2.5 million inhabitani8GE,
2014) located in the Southeast region of Brazikd.lRampulha and its modern urban ensemble wergreki
by architect Oscar Niemeyer and built in the 1940s.

The lake was created in 1938 and was first conddivéulfil multiple objectives: water supply, fldaontrol,
urban landscape, leisure and amenity provision.tba@ intense urbanisation process in the Pamgtieéam
catchment from the 1970s on, the lake water quality severely compromised, leading to the inteivapf
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drinking water provision from the 1980s with frequeyanobacteria blooms and lake siltation (SiR@i4).
The climate characteristics of the lake were dbedriby Silva (2014) and summarized in Table 3.1. A
hydrographic map of the Pampulha catchment withdbation of Lake Pampulha and its 8 tributaries lsa
found in Figure 3.9.
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Figure 3.9— Localization of Lake Pampulha and its tributar{@$ Olhos d’agua; (2) AABB*; (3) Braunas;
(4) Agua Funda; (5) Sarandi; (6) Ressaca; (7) Gijd (8) Mergulhao. *river not named, popularlypwim
as AABB (Associacdo Atlética Banco do Brasil — Atids Association from Brazil Bank). Red lines tre
respective catchment of the tributaries. Monitostation in triangle: (1) Fluviometric (SAR18F —&adi
and RES17F — Ressaca; (2) Meteorological (A521 -GFd 83587 - Belo Horizonte); (3) Lake
monitoring in red cycle (P1)

Table 3.1- Lake Pampulha climate characteristics for valneasured between 1961 and 2001 at Belo
Horizonte’s meteorological station from INMET. Soer (CPRM, 2001)

Climate Tropical altitude

Maximum monthly of 28.8 °C (February)
Minimum monthly of 13.1 °C (July)
Dry season April to September (monthly minimunniz)

Air temperature

Rainfall season October to March (monthly maxing@26 mm)

Due to high sedimentation, dredging works have loaered out in Lake Pampulha in 1979, 1996, 200062
and 2013-2014 (Silva, 2014).

In 2003, within the framework of the Pampulha Lakatershed Recovery and Environmental Development
Program (PROPAM), a fluvial water treatment plaBiT AF) was established after the confluence of the
Ressaca and Sarandi rivers, the main tributarieake Pampulha. The treatment capacity of thistpans0

L/s. This flow corresponds to the dry season aweflagv of the Ressaca and Sarandi streams (SiBis4)2
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Lake Pampulha and its catchment have been monisined 2011 under a collaborative project betwben t
municipality of Belo Horizonte and UFMG. The lalke part of a long-term collaborative research ptojec
involving LEESU-ENPC and UFMG, which also startacd2D11.

In 2016, the lake Pampulha has become a UNESCOdwWhatlitage site, which boosted public sector tdksee
for water quality improvement actions. Thus, thhoufe consortium Pampulidiva (comprised of the
companies CNT Ambiental, Millennium Tecnologia Arabial e Hidrosciéncia) the municipality of Belo
Horizonte (PBH) committed to invest about R$ 30iomil for recovering the water quality of Lake Parifau
over 12 months, starting in March 2016 (Diario @ficlo Municipio, 2016). Phoslock® and Enzilimp®nee
applied in the lake in order to remove phosphoramfthe water column and to reduce coliforms am th
Biochemical Oxygen Demand — BOD (Barcante et 8202. The treatment was renewed for another year at
the cost of about R$ 16 million. Efforts to improsanitation infrastructure in the Pampulha catchmeme

also carried out aiming at collecting 95% of sewagean investment of R$ 875 million from 2004 tdl&0
(PMS, 2017).

Even after major efforts to improve sanitation astiructure in the Pampulha catchment, episode®ofrts
in Lake Pampulha are still frequent (Photo 1).

i

Photo 1— Presnce f algaei Lake ala. (hoto: al2Bqluly 2018)

3.2. Measurements
3.2.1. Lake Champs-sur-Marne
3.2.1.1. Bathymetry
Lake Champs-sur-Marne bathymetry was measured gusti2016 (Figure 3.10) using an echo sounder, a

Global Position System (GPS) and a small boatvanlavigation speed. During measurement, a spacifg o
m between the trajectories from west to east wpsoapmately maintained.

Figure 3.10- Trajectory of bathymetry measurement in the ke depth
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3.2.1.2. Phytoplankton Sampling

Since 2006, in order to comply with bathing regolas in France (Parlement européen, 2006) to ifyenti
cyanobacteria species, phytoplankton biomass lesrhenitored near the large beach, where childsaally
swim. Samplings are taken by the county of Seirat&zenis (93) and thduséumNational d’Histoire
Naturelle (MNHN) at a frequency that varies from monthlytMeeen November and January, to weekly,
between April and October.

Based on laboratory biomass extraction and spduttometric analysis of samples taken on the flgatin
bridge from the large beach (Figure 3.8), the enahuof the phytoplankton biomass between 2006201b
(Figure 3.11) was studied by Peiffer (2016). Itwhdigh total Chlorophyll-a concentrations duringsn
summers and peaks of Chlorophyll-a concentratiese@ated with cyanobacteria. These values indizate
strong dominance of Cyanobacteria (Huguenard, 2P&bfer, 2016).
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Figure 3.11-Total biomass of phytoplankton and biomass of cpanteria expressed as chlorophyll-a
(Chl-a). Source: Peiffer, (2016)
According to Peiffer (2016), the main phytoplanktpoups observed in the lake during the last de(2@{e6-
2015) are Green algae, Diatoms, Cyanobacteria Damoflagellates. During summer the dominant groups
(Figure 3.12) are (i) Cyanobacteria (mainhnabaena Aphanizomenonand Microcystig, and (ii)
Dinoflagellates (mainCeratiumandPeridinium) (Peiffer, 2016).

Cyanobacteria Dinoflagellates
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Anabaena Aphanizomenon Microcystis | Ceratium Peridinium
! I
Nostocales Chroococcales

Figure 3.12— Main phytoplankton groups observed in the lake dherast decade (2006-2016) during
summer. Source: Peiffer, (2016)

61



The dynamics of phytoplankton succession was destrby Huguenard (2015) and generally happens as
follows:

Anabaenaappears first during the year, followed Aphanizomenorand then byMicrocystis The genus
Aphanizomenoreaches maximum annual biomass between mid-Jdlyhenend of Augusfiphanizomenon
developed very little in 2014 and did not exceexldbncentration of 4gChl-a/L.

The genusAnabaenaeached a maximum concentration of 14&hl-a/L in 2012. It developed very little in
2011 with a concentration less tham@Chl-a/L. The maximum annual biomassArfabaenais reached
between May and August, either before or simultasgowith the genugphanizomenanThere is a peak of
annual development and sometimes smaller develappeeaiks as in 2008 and 2015.

Cyanobacteria of the genMicrocystishad a maximum concentration of J@Chl-a/L in September 2012.
Their development is indeed greater between AugnusiSeptember.

Nitrogen-fixing cyanobacteria, such ArabaenaandAphanizomenagrdevelop at the beginning of summer.
In sequence, non-nitrogen fixing cyanobacteria appsuch adMicrocystis It is then assumed that the
senescence of diazotrophic cyanobacteria biomasgdes the necessary nutrients for the developrokent
Microcystis This happens because the decomposition of detrésults in nutrient bioavailability through
mineralization. Nutrients can become availablehim water column through the remineralisation precgds
organic matter and autolysis. Autolysis repres¢mésfraction of dead cells which are directly aablé
(dissolved) to grow new algae through cellular segation (Los, 2009).

3.2.1.3. High-frequency measurements

Since May 2015, as part of OSS-Cyano project fraonkunded by the French Research Agency (ANR),
high-frequency monitoring has been implemented.s&enfixed under buoys have been continuously
measuring temperature, dissolved oxygen, condictarid chlorophyll-a (Chl-a) fluorescence at a Swmé
time step (Figure 14) at three points: A, B, andA€cording to the bathymetry, each monitoring pdias a
respective depth of: A, 3m; B, 2.8 m;and C,3.2m

High-frequency measurements of temperature, coiviltyc{NKE), and dissolved oxygen (Anderaa) are
performed at 3 depths (0.5, 1.5 and 2.5 m).

A Turner Design optical sensor measures the Chitaréscence in the middle of the water column ()5
The sensor is an accurate single-channel detdttsrdesigned for integration into multi-paramesgstems
from which it receives power and delivers a voltaggut proportional to the concentration of thflbphore,
particle, or compound of interest (Turner Desigbil 2). The sensor has technical specifications ptedédn
Table 3.2.

Table 3.2— Technical specification of Lake Champs-sur-Mataeices for Chlorophyll-a

Variable Point Measuring range Wave-length D«Ia_ti(:,nci'ilon
A&C 0 to 50pgChl-a/L | 460 nm (excitation)
Chlorophyll-a and 696 nm 0.03pug/L
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Figure 3.13—Loction of the monitoring points on the lakeGdfamps-sur-Marne

The measurements of chlorophyll-a at 5-minute Watisrpresent great temporal variability. Additidpasome
measured values are not representative of thelguytoplankton concentrations due to biofoulingtlie
sensor of the multi-parametric probe (MPx™, NKEarkre). Therefore, treatment was carried out talstdi
the data.

For the data treatment, the criterion used wasthigaturrent concentration (at time step t), fduga greater
than 10ugChl-a/L, cannot have increased by more than 2stithe average concentration of the last 30
minutes. If the value was exceeded this, it wasaootsidered in the time series. Figure 3.14 shdws t
flowchart used in the treatment process. Empitaervation of the time series (ANNEX 8.3) was uased
basis to define the criterion cutoff as greatenthdimes.

Coe )

chl(h) No

Mean(Chlyysezomin)

>2

Chl(t)=Chl(t-1)
t=t+1

Figure 3.14— Treatment flowchart for Chl-a.

For the daily duration, boxplots at Points A andrB present in Figure 3.15 and Figure 3.16. Thigecgiivere
discarded. Figures 16 and 17 also show that in quenied, heterogeneity was observed on the laken ev
between points A and B, which were close to ealbhrofFor example, on 19 January 2016 and 8 Marth,20
point B presented two times the values of point A.
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Figure 3.15- Daily boxplot for chlorophyll-a fluorescence meesd at points A and B during January 2016
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To obtain accurate and repeatable measuremerissjnitportant to keep the sensor clean. However, the
measured concentration may vary depending on fastoch as speciation, light history, algal stresses
pigment ratios. According to the manual from TurBesign (2017), a non-linear response should nairoc
with measuring range setting between 0 andd@0hl-a/L.

Concerning temperature measurements, the treatomesisted of the suppression of measurements eegist
during the cleaning of the equipment. This situaticas easily detected by the instantaneous variatio
pressure measured by the sensor.

3.2.1.4. Campaigns

In parallel, fortnightly campaigns have been caroeit at the same points. A set of independent uniggs
devices were deployed for discrete profile measergmin the lake, in order to complement the cowtirs
measurements or to calibrate the continuous messsensors:

v Two fluorometric probes (FluoroProbe, BBE Moldae™e FluoroProbe for measuring 4
phytoplankton families and Algae Torch for measgifimycocyanin and total chlorophyll;

v' A multiparameter probe for measuring temperatusadactivity, pH and dissolved oxygen (Seabird
SBE 19™);

v" An active radiation probe for photosynthesis (LirC6193);

The active radiation measurements with Li-Cor waee according to the following procedure:

Stop the boat;

Place the Li-Cor probe near the surface for 1 neinut

Place the Li-Cor probe immediately below the swfatthe water for 1 minute;

Go down 50 cm and let the Li-Cor probe measur&@oseconds;

Continue in depth increments of 50 cm at a duradifoB0 seconds for each new depth until reaching
the bottom;

Recover the sensor;

If a change in cloud cover occurred, discard thasueements and start again.

AN N NN

AN

For algae group differentiation, 6 LEDs (light-etinmiyy diode) are used by the BBE fluorometers of
fluorescence excitation. The LEDs emit light atefested wavelengths (370 nm, 470 nm, 525 nm, 570 nm
590 nm and 610 nm):

(a) Chlorophyceae (green algae) show a broad mawiofuluorescence at 470nm;
(b) Cyanophyceae (blue-green algae) have theirrmanxi peak at 610nm;
(c) Cryptophyceae, a significant maximum can benfbat 570nm;

(d) Dinophyceae have their maximum peak at 525nm.

The LED (370 nm) is used to measure yellow subssidissolved organic matter) in water. At 370 tire,
differences between algae (low signal) and yellabssances (high signal) are detected.

In the BBE fluorometer, the fluorescence signaldach LED is averaged over a given measuring tingde a
given at the end. The sum of all detected conceoii®a of algae classes is the total chlorophyll EBB
Moldaenke, 2012).

An important step is treatment validation of theasiw@ements. The first step is to subtract the pffigmal
(that does not come from the algae). There araypes of offsets that the software analyses autoaiiyt

1. The signal from the BBE fluorometer itself, frahe electronics and the optical system;
2. The signal from fluorescent substances in thiemihat are not algae.
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The first signal solely depends on the BBE fluortanand has a small relatively range variation, iadd no
need to be calibrated. However, the second musalif@ated because depends on the sample.

After subtracting the signal that does not comenftbe algae, the measured values are associatsto
algae class. A statistical calculation of the BBEware finds the best combination of concentratiohalgae
classes for the measured signals. The value is eosaped by adding the turbidity multiplied by tveators:
a FluoroProbe dependent factor and a FluoroPralmpandent factor. The dependent factor is calaifaben
the FluoroProbe fingerprints.

The correction is done for each LED wavelengthsuéign 1).

Offset cor. = Offset + Turbidity * FactorFluoroProbe(LED) * FactorReflexion(LED) + Equation 1
Raw value cor. = Raw val. * (1 + Turbidity * Factor mitigation (LED))

Turbidity is used to compensate for two effects:

1. The higher offset due to additional reflectidrnite particles;

2. The change in the signal (raw value) due tattenuation of the light.

To correct and conveint vivo chlorophyll data into actual chlorophyll data, BB&es multiple regressions
(Equation 2).

y=mxx +mzz+b Equation 2

Where:
y = corrected chlorophyll value; mx = coefficigatope) forin vivo Chl-a; mz = coefficient (slope) for
turbidity; b =y intercept.

During measurement, the sample spectrum is stamégéhe device of the instrument and later nedakteent
to an external computer. The concentration of eaégge division is given ing chlorophyll-a/L.

All fluorescence measurements are converted iniivatgnt Chl-a concentrations for 4 phytoplanktoougps:
(i) Green algae; (ii) Cyanobacteria; (iii) Diatomusd (iv) Dinoflagellates.

Regularly cleaning of the FluoroProbe windowsiierggly recommended. Cleaning intervals have beeryev

2 weeks in summers and monthly in winter, wherctireentration of algae and particles were lowerNAX

8.5 presents the FluoroProbe parameters adopteNEXNB.6 presents the usage protocol and ANNEX 8.7
shows the FluoroProbe specifications. A multipar@mprobe for measuring vertical profiles of tengtere,
conductivity, pH and oxygen (Seabird SBE19) wasluse

3.2.1.5. Measurement of the water velocity

Water current velocities were measured from 196apéer 2016 to 12 October 2016 with an Acoustic Depp
current profiler (2 MHz Aquadopp Nortek ADCP), diomed by Nortek AS. It measures high-quality,
accurate, and unbiased three-component (East, Ndpdrcurrent velocity using acoustic Doppler teaogy
(Nortek, 2008).

Velocities were measured near point B (Figure 3. IB¢ measurements were carried out with a butestvial
of 3 minutes, with an averaged interval of 30 sisTheans that in 3 minutes, 30 s were measuredhand
output is the average value calculated in the &ctions.
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Figure 3.17— Scheme shows ADCP measurement method. SourcekiN(2008)

The ADCP was oriented towards the surface. Thezefowas necessary to assess acoustic interfefemme
the surface echo. That configuration was querietd iouthe lake during device installation. The final
configuration was with a depth range of 0.45 m fritva surface to 2.7 m at the bottom, with a veltica
resolution of 5 cm. The distance of each numbeedid(Eigure 3.17) was set to 0.45 m. A standardenir
profiler cannot measure currents near the equipfiidsrtking distance). The blanking distance wagse0
cm. The setup file of the ADCP is presented in Ankero! Fonte de referéncia ndo encontrada.The
characteristics of all measuring devices used kelat Champs-sur-Marne are summarised in Table 3.3.

Table 3.3— Characteristics of measuring devices on the lochkehamps-sur-Marne. Source: Khac et al.,

2018
. Monitoring  Monitoring  Measuring Sensor Measuring
Variable Sensor Point Depth Range Resolution  Precision
05mé&25 -5°Cto R 0.020 °C at
NKE - SP2T10 A B,C m 435 °C 0.05°C 20 °C
Temperature  NKE - MPx A, C 1.5m —+535Ciéo 0.05 °C 0.050 °C
NKE - -5°Cto R 0
SAMBAT B 1.5m +35 °C 0.01°C 0.050 °C
NKE - MPx A C 15m Oto 2 0.0004 <0.010
Conductivity mS/cm mS/cn mS/cn
NKE - B 15m Oto2 0.001 0.020
SAMBAT ' mS/cn mS/cn mS/cn
Anderaa 0-120%
(NKE - MPX) A C 1.5m (0-16 0.01% 5%
Dissolved mg/L)
Oxygen Ponsel 0-200%
(NKE— B 1.5m (0-20 0.01% 1%
SAMBAT) mg/L)
TurnerDesign—
Cyclops7 A C 15m  o-sopgl 2008 5431
Ho/L
Chlorophyll- (NKE—MPx)
a TurnerDesign—
Cyclops7 <0.008
(NKE— B 1.5m 0-500 ug/L ug/L 0.03 pg/L
SAMBAT)
Doppler Nortek 1% (0.5
Current Aquadopp HR- B 0.6-2.8m 0-10 cm/s 0.01 cm/s y
Profiler cm/s)
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3.2.1.6. Nutrients Monitoring

In 2015, the consulting company I.D.EAUX (I.D. Ea@015) performed, at the large beach (Beach point
Figure 3.13) nutrient concentration samples. Theaiobd nutrient concentrations of nitrate, ammonamd
orthophosphate are presented in Figure 3.18. Theetdrations values were acquired from 1.D.EAUX
technical report. Unfortunately, no details of thethodology applied in the laboratory analyses weseribe.
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Figure 3.18— Nutrient concentration measured in Lake Champsvisune.
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3.2.1.7. Meteorological Monitoring

The meteorological conditions (cloud cover, windegh and direction, relative humidity and air terapare),
were collected from the meteorological station @®eFrance) at Orly airport. The station is located
approximately 22 km from the southwest side ofl#ke. The data were downloaded during 2016 from the
Meteociel website (http://www.meteociel.fr/).

The net solar energy incident (Equation 3) on thiéase of the lake, used as input in the Delft30daipwas
calculated from cloudiness, albedo, solar radiadiaa and latitude, according to Equation 3 (Defa2013).

Qs= 1-8)(1—a)*(1—a)*Qy(1—0.65F?) Equation 3

Where:

Qs = Net solar energy incident on the surface ofitheer (W/m?2)

Qo = Energy solar radiation data from the meteoraalgstation (W/m?)
6 = Fraction of the energy absorbed by the atmosplegual to 0.2 (-)
a = Albedo of water (-)

F = Cloudiness (-)

According to the results obtained by Scriban (20t albedo value of the water for Lake Champshsame
is 0.08.

3.2.2. Lake Pampulha
3.2.2.1. Bathymetry

The last Lake Pampulha bathymetry was performe8WRECAP in November 2014 after dredging in the
upstream region.

The bathymetry (Figure 3.19) of Lake Pampulha @adibided into four regions: (i) The upstream chelrof
the Ressaca and Sarandi rivers, (ii) an upstregiarravith a very shallow depth (about 1.5 m depfii),a
transition region, where the depth goes from 1t6 aimost 13 m, and (iv) a deeper region furthevrikiream.

Depth ()
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Figure 3.19—- Bathymetry map (SUDECAP, 2014).iB the monitoring point of the lake
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3.2.2.2. High-frequency

Since 2011, the monitoring of Lake Pampulha has lmemducted in partnership between the Phycology
laboratory at the UFMG Institute of Biological Seoes (ICB) and the municipality of Belo Horizontéth

the support of different research funding framewotlake Pampulha high frequency data used in tbr&k w
were previously collected by collaborators of tesearch group and monitoring methods are fully ritesd

in Silva (2014) and Belico (2017). This monitorisigows that cyanobacteria are dominant in Lake Plrapu
throughout the year, with rare exceptions (SiN#,4).

With a consolidated database, it was possibleltbrate and validate a one-dimensional numericatlehof
Lake Pampulha (Silva, 2014). This present resefwchses on three-dimensional modelling and high-
frequency monitoring in the framework of the projddoMa-SE funded by CAPES, a Brazilian research
funding agency, and the National Water Agency (ANA)

Since February 2015, a high-frequency monitoringeste has been implemented in Lake Pampulha. A
previous project (Maplu-2) funded monitoring degicsupported by FINEP (Brazilian research funding
agency). At station P1 located at 19° 51'5” soutth 43° 58’ 35” west (Figure 3.19), underwater sembave
been continuously measuring temperature, chlord@hyChl-a) fluorescence, conductivity and dissdlve
oxygen. The total depth at the monitoring statiani?10 m. Therefore, the 9.5 monitoring depth was
considered as the bottom.

High-frequency monitoring has been performed at gshdace (0.5 m depth) for temperature and Chl-a
fluorescence at a time step of 30 minutes duriryuaey 2015 to August 2018. The temperature haskeden
performed at three other depths (2.5 m, 5.5 m anand during 18 months (February 2016 to August7301
at a 1-hour time step (Table 3.4). In parallelirfghtly campaigns have been carried out at theegaomt for
obtaining complete profiles of temperature, conditgt dissolved oxygen and pH with a multi-parantet
probe YSI 556 (YSI, EUA), and water transparencys waeasured using a Secchi Disk in fortnightly
campaigns at a monthly frequency.

Table 3.4— Characteristics of measuring devices on the [Rakapulha
Monitoring  Monitoring Measuring Sensor  Measuring Time

Variable Sensor

Point Depth Range Resolution Precision step

0.5 m; 30

- ! -5°Cto o 0.020 °C at min

Temperature NKE P1 2.5,5.n5] & 9.5 +35 °C 0.05 °C 20 °C &1
h
<0.008 1

Chl-a NKE P1 0.5m 0- 500 pg/L ug/L 0.03 pg/L houl

The data treatment carried out for the study ineLBampulha consisted of discarding the measuregval
when the sensors were removed from the water éanaohg and maintenance.

3.2.2.3. Water Inflow Monitoring

Lake Pampulha has 8 tributaries (Figure 3.9). Canicg the lake water inflow, since 2011 monitorgtgtions
integrate a Hydrological Monitoring System operdbydPBH (Siqueira et al., 2019). In the 8 tribugarbf
Lake Pampulha, monitoring stations are just preserihe main tributaries, Sarandi stream (statidRE3F,

2,8 km upstream the lake), located at 19° 52’ @litls and 44° 0’ 33" west and Ressaca stream (statio
RES17F, 2,0 km upstream the lake), located at2'9P15 south and 43° 59’ 57" west. These strearpsagent
70% of the reservoir inflow (CPRM, 2001). Thesedtistes do not measure water discharge, thus they are
limnimetric stations. The watersheds of the Saramdi Ressaca rivers and the localisation of limtrime
stations are shown in Figure 3.9.

Nogueira (2015) determined the rating curve fohlspation in each respective confluence. Thesegatirves
were used to obtain the inflow time series of thmimetric stations.
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The other tributaries do not have monitoring. Thie,time series for each was calculated baseleoimfiow

time series of the reference station multipliedthssy ratio of each tributary’s catchment area (T&x9 and

the catchment area of the reference station (Emuat). The Sarandi station (SAR18F) was used as the
reference station because it was the only statiahgresented monitoring values during 2015 and 2tk
period used in the current research.

Atrib
Aref

Q) ¢rib = Q(t)ref * Equation 4

Where:
Q(t)¢rip = Tributary inflow water (m3/s) in time t

Q(t)rer = Reference station inflow water (m?¥/s) in time t
Airip = Tributary catchment area (kmg2)

A,.r = Reference station catchment area (km?)

Table 3.5- Lake Pampulha tributaries catchment area. Frdisleeto et al., (2015)

Tributaries Catchment area (km?)
Ressaca 21
Sarandi 41
Agua Funda 17
AABB 0.7
Olhos D’Agua 3.0
Mergulh&o 3.4
Tijuco 1.8
Braunas 2.0

Concerning water temperature inflow, a monitoritagien close to the fluvial water treatment plaaTAF),
downstream the confluence of the Ressaca and Sanaerd, monitored inflow temperature for only laost
period of two months (April and May 2013).

For small and shallow streams, it is possible tonege water temperature using air temperatureégstand
Preud’homme, 1993). Lake Pampulha tributaries alehsmall catchment and are shallow rivers, ancaspe
reinforced during periods of drought (the periodamius due to a higher occurrence of blooms). Adiogyto
the linimetric station, the Sarandi river preseraeadaximum depth of 2.8 m during the flood perio@015
and 0.90 m during the drought period.

Two methods to estimate hourly water temperatureiviers were evaluated. The first one was a linear
regression with air temperature and the secondodettialuated was the Modified Sine and Sinusoidav&V
Functions Model (MSSWF).

A linear regression model is the simplest regressiodel (Equation 5), which was used in many previo
studies (Chen and Fang, 2015; Hébert et al., 28tE5an and Preud’homme, 1993).

T,(t)=axT,(t)+b Equation 5

Where:

T,, (t) = water temperature (°C) in time t

T, (t) = air temperature (°C) in time t

a and b = scalar and translation coefficients
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Recently, to improve the accuracy of hourly wagenperature estimation the MSSWF method was proposed
by Chen Gang and Fang Xing (2016). The sine fundiifquation 6) is used to calculate daily air arsdew
temperature.

T(t) =T + Ty * sin (wt — ) Equation 6

Where:

T(t) = air temperature (°C) in time t

T = annual mean temperature of air or water (°C)

T,m = amplitude of sine function (°C)

t = day of year (DOY) scalar and translation cagéints

w = angular frequency of temperature variations émasliday-1)
6 = phase shift (radians)

Sine functions have previously been used to estimaty maximum and minimum water temperatures in
rivers for which the MSSWF method was used to egnmourly water temperatures (Equation 7 to
Equation 12).

For 0 < H < RISE + Lagyax andtymar < H < 24

T, (H) = Tyape + AMP * cos (

T+ H

—) Equation 7
10 + RISE

For RISE + Lagyax < H < Tymax

T,(H)=T — AMP * cos m+ (H — RISE — Lagy,,,) Equation 8
v Wave Tywmax — RISE — Lag,,
In which :
Twmi T .
Twave = AL '12' Ul Equation 9
T — Twmi _
AMP = Wmax wmin Equatlon
2 10
If H < RISE + Lagwyax .
H' =H+8 Equation
11
If H> tymax .
H'=H-16 Equation
12
Where:

T,,(H) = water temperature (°C) at time H (h)

RISE = time of sunrise in hours (h)

Lagya, = Mmean lag time of maximum water air temperataredurs (h)

twmax = time (h) of maximum water temperature

Twmin @aNdTyma= Minimum and maximum daily temperature (°C), atediby Equation 6

To improve the sine function model accuracy of $hee function model, the difference between obskrve
temperature and estimated temperature from thedfigtne function is calculated (observed tempesatur
estimated temperature) and the deviation for mamirand minimum water temperature is linearly cotszla
with the deviation for corresponding air temperatyEquation 13 and Equation 14). Therefore, water
temperature variation is connected to air deviation

Dif fTwmax = A* Dif fTpamax + B Equation
13
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Dif fTwmin = C * Dif fT ppnin + D Equation
14
Where:
A, B, C and D = regression coefficients

Dif f Twmax,wmin,amax.amin = deviation for daily maximum and minimum watedaair temperature

To compare and decide between linear regressiothend SSWF method, the mean absolute error (MAE),
the root mean square error (RMSE) and the Nashiffiefficiency (NSE) were used.

Y (Tsim = Tobs)? Equation

NSE =1 ——=
Z(Tobs - Tobs)2 15

Where:

T,»s = mean values of the observed water temperature

In summary, the MSSWF method follows six stepsaisiaily maximum and minimum air temperatures, to
estimate the hourly water temperature of a stream:

a) Uses fitted sine functions (Equation 6) to estintktily maximum and minimum water
temperatures, and daily maximum and minimum aipenatures;

b) Calculates differences between observed and estihaiily maximum and minimum for air and
water temperatures;

C) Calculates the linear regression between the diffes of the daily maximum and minimum water
temperatures for the maximum and minimum air temipees (Equation 13 and Equation 14);

d) Corrects the estimated daily maximum and minimurtewgmperatures from fitted SFs by adding
Dif fTwmax andDif f Twmin, Calculated by linear regression from the air terajure;

e) Calculates hourly water temperatures using Equatiand Equation 8.

3.2.2.4. Meteorological Monitoring

Meteorological data (air temperature, air moistwimd intensity and direction, and cumulative hggblar
radiation and precipitation) measured during 2008 3016 were provided by the National Institute of
Meteorology of Brazil (INMET). The nearest autoroatreather station (a521) is located inside the UFMG
campus, about 3 km from Lake Pampulha.

The nebulosity data are recorded at the meteord@tagipn Belo Horizonte (83587), located 9.5 knmfricake
Pampulha. This station provides nebulosity dateettiimes a day (Oh, 12h, and 18h) and these valees
linearly interpolated to hourly values for simudati

3.3. Model Formulation

In this research, Delft3D suite software (Delta€,3) was used. It is composed of several modgtesped
around an interface allowing interaction with omether. Two modules were employed, Delft3D-Flow for
hydrodynamics, D-Water Quality for phytoplanktomdynics. According the water quality model formuati
(presented in Item 3.3.2) a numerical mathematipéimization is used, this approach is the maisoaao
the choice of the model. Using a mathematical dgation, it is possible to model the complex phyaoton
species competition and adaptation in differenirenmental conditions with less mathematical exgiess.

3.3.1. Hydrodynamic model formulation
3.3.1.1. Navier-Stokes equations

The hydrodynamic module Delft3D-FLOW solves in #tidimensions the Navier-Stokes equations for an
incompressible fluid, under shallow water and Bmesy assumptions. The essence of the Boussinesq
assumption is that it ignores density differenceegx where they appear in terms multiplied by @\gy

74



acceleration). In the vertical momentum equatibe, tertical accelerations are neglected, whichdead
hydrostatic pressure condition. In three-dimendiomadels, the vertical velocities are taken intoast by
the continuity equation. Therefore, the model ha#ielb application in shallow water that have stably
stratification, in case of unstable stratificatimmd strong vertical circulation, measures needetdaken to
evaluate the model applicability.

The system of partial differential equations (Egquatlé to Equation 20) in combination with initiahd
boundary conditions is solved on a finite differeryrid (Deltares, 2013).

Delft3D-FLOW simulates three-dimensional unsteadigwf and transport phenomena resulting from
meteorological forcing. The condition of velocitiegater elevations, density, salinity, vertical gdtscosity
and vertical eddy diffusivity are calculated by fi&ID-FLOW. This model is fully described in the Ei8D-
FLOW User Manual (Deltares, 2014a).

The main hydrodynamic equations are continuity @igm 16), conservation of momentum according & th
horizontal (Equation 17 and Equation 18), and theation of energy conversation (Equation 19). The
momentum conservation equation in the verticaldtiioa is reduced to the hydrostatic pressure egoati

du 0v 0w Equation
ax oy oz 16
du du du du 10p O du d du i) Ju Equation
— — b V— — e va— )+ —(ve— )+ —(ve— | + f
at T Yax T Vay T VWaz pax+ax(""ax>+ay(""ay>+az(v"az)+ v 17
av av ov ov 1 ap N d ( GV) N d ( OV) N d ( OV) Equation
at " "ax Yoy "Woz~ “pay ox\'Max) " ay\'Hay) T 8z\"Vaz) v 18
aTr aT aT aT 0 aT d aTr d aT S i
—+u—+v—+w—=—< H—) —( H—)+—< V—)+ Equation
at dx dy dz Ox dx/ dy dy/ o0z az/  pC,, 19

Where:

x,y,z = coordinates (m)

u, v,w = three components of the vector velocity (m/s)

f = frequency of Coriolis (1/s)

p = pressure (Pa)

T = water temperature (°C)

p = water density (kg/m?)

vy, vy = horizontal and vertical coefficient of turbulescosity (m?/s)
Dy, Dy = horizontal and vertical coefficient of turbuldmat diffusion (m2/s)
S = heat per volume (W/m3)

Cpw = specific heat of water (J/°C.kg)

3.3.1.2. Heat balance

Due to the importance of thermal behavior of lakes the current research, the main equations and
considerations of the model were described. Thatans exposed in the sequence have the objedtive o
presenting the equations and parameters involvétkinalibration of the thermal model of the |afker a full
description, the Delft3D-FLOW User Manual (Deltar@814a) shall be consulted.

The heat exchange at the free surface is considsrezbulting from the separate effects of sotawrf{svave)
and atmospheric (longwave) radiation, and heat legpgesented in terms of back radiation, evapmmaand
convection. The total heat flux (Q_tot) through tree surface is calculated according to Equatian 2

Equation

Qtot = Qsn+ Qan — Qpr — Qey — Qo 20
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Where:

Q:,¢ = total heat flux (J/m2.s)

Qsn = netincident solar radiation (J/m2.s) (short @jav

Qan = net incident atmospheric radiation (J/m?2.s) (le@aye)
Q,, = back radiation (J/m2.s) (long wave)

Q., = evaporative heat flux (J/m2.s) (latent heat)

Q.o = convective heat flux (J/m2.s) (sensible heat)

The heat exchange at the lake bottom is assumieel zero. Representing a simplification in the mothedt
may lead to an over-estimate the water temperatigieallow lakes. Also, the effect of precipitatiom water
temperature is not considered.

Not all radiation is absorbed at the water's swefak portion is transmitted to deeper water. Shatve
radiations can penetrate over 3 to 30 m, depenalintpe water transparency, while longer wave raatiat
are absorbed at the surface. Therefore, it is itapbto know the equation and assumption of theahod
concerning heat exchange.

The absorption of heat in the water column is dated by an exponential decay function (LambertrBa®)
of the distance H from the water surface (Equatibn

" Equation
Q= fo e "hdh 21
Where:
Q = heat absorbed at the water column (J/m2.s)
y = extinction coefficient (m)
h = distance to the water surface in meters (m)
H = total water depth (m)

The extinction coefficient (Equation 22) is relatedwater transparency (Secchi depth). The DelftHay
model assumes that the Secchi value is constaimigdine simulation.

17 Equation
~ Secchi 22

14

Cloud cover reduce the radiation that reaches thtemsurface. Cloudiness is expressed by a cloudrco
fraction Fc (fraction of the sky covered by clouds)part of the radiation that reaches the watease is also
reflected.

Back radiation is part of the total long-wave raidia flux, the so-called effective back radiatioQeq -
Equation 23).

Equation
Qeb = Qpr — Qan q 23

Atmospheric radiation depends on the vapour presgea), which depends on relative humidity, air
temperature (Ta), and cloud cover (Fc). Back ramiatiepends on surface temperature (Ts). The aféect
back radiation (@ - Equation 23) is computed through vapour pres@gyienbar]), emissivity factor€), the
proportionality constant of the increase of intgnsadiation due to temperature increases namefrste
Boltzmann’s constant([J/(m?s.K*]), and cloud cover fraction (Fc), according to Eaqraf4.

Equation

Qep = €0T*(0.39 - 0.05,/e,)(1 — 0.6F %) o4
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The evaporative heat flugQ§, [J/m2.s] - Equation 25) is a flux process thattaglace between water and air.

Equation
Qev = L,E | 25
Where:
L, = latent heat of vapourization (J/kg)

E = evaporation rate (kg/m2s), defined as the rohagter evaporated per unit area per unit time

The evaporation rate is computed from the diffeeeincrelative humidity, rather than from the diace in
vapour pressure. The evaporative heat flux (Equa®) is composed by a forced convection (due tawi
effect) and a contribution by free convection (tluelensity differences between air and water thsdlts in
buoyant forces).

Equation
Qev = Qev,forced + Qev,free a 26

The free convection of latent and sensible heatss calculated by the model. The latent heat dlug to
forced convection is giving by Equation 27.

Equati
Qe”'fOTCEd = vaaf(ul()){qs (Ts) - qa(Ta)} qu2a7lon

Where:

D, is the air density (kg/m3)s@nd q are the specific humidity of respectively satuledé and remote aiff;
is the water surface temperature (°C) @pds the air temperature (°C) afidu;,) is the wind function
(Equation 28)

Equation
fUq0) = ceUxp | 28
Where:
ce is the Dalton number (-)

Uy, is the velocity (m/s) measured at 10 m height.

The Dalton number is a model parameter commonly usethe literature to calibrate models of water
temperature simulation (Polli et al., 2019; Soutiget al., 2017; Vinna et al., 2017).

Free convection of latent heat (Equation 29) isother part of heat loss due to evaporation. Eris is driven
by buoyant forces due to density differences. Exatimn due to free convection is important in cingtances
where inverse temperature/density gradients aseptend wind speeds are almost negligible.

Equation

gﬂair2 v _—
0.14 {0. 7217_,1} (Pam Py ] vaa{qs(Ts) - qa(Ta)} 29

Qev,free =

Whereg is the acceleration of gravity (m/s8),;, is the air viscosity (m?/s), pgo is the saturated air
density (kg/m3), pg10 is the remote air density (10 m above water le¢lel)m3) ando, is the average air
density (kg/m3)T is the water surface temperature (°C) i the air temperature (°C).

Convective heat flux is split into two parts, irtsame manner as evaporative heat flux. Conveogiaeflux
is divided into a contribution by forced convectiand a contribution by free convection. The sepsitdat
flux is due to forced convection (Equation 30).

Equation
Qco,forced = pacpg(UIO)(Ts —Tq) d 30
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Wherec, is the specific heat of air (J/(kgC)).

The wind-speed functiog(U,,) is defined by the Stanton numligrtimes the wind velocity at 10 m high
(Equation 31). The Stanton number is a model pameemmonly used in the literature to calibratedels
of water temperature simulation (Polli et al., 20$6ulignac et al., 2017; Vinna et al., 2017).

Equation
gWUq0) = CxUyp a 31
The free convection of sensible heat is calculatmbrding to Equation 32.
2 1/3 :
99a; _ Equation
Qco,free = [0- 14 {0. 721;—11} (Pa10 — pa())] *PaCp (Ts—Tg) 32

Whereg is the acceleration of gravity (m/s8),;, is the air viscosity (m?/s), pgo is the saturated air
density (kg/m?), pa10 is the remote air density (10 m above water le¢)efjm3) andp, is the average air
density (kg/m3)¢, is the specific heat of air (J/(kgCJ), is the water surface temperature (°C) pc the
air temperature (°C).

3.3.1.3. Turbulent Eddy Viscosity and Diffusion

In shallow water condition, turbulent viscosity [f(n?/s] - Equation 33) and turbulent diffusioB [m3/s] -
Equation 34) are calculated differently in the hontal and vertical directions. In turbulent flowrse diffusion
mechanism is not only performed by molecular matjdsut also intensified by eddy motions. Thus, when
modeling turbulence, the intensify diffusion coeiffint is performed by adding turbulent viscosity to
molecular diffusion. Vertical terms are very smedimpared to horizontal terms. The most part of the
horizontal eddy viscosity is related with the horital turbulent motions and forcing contributiohelconcept

of the turbulent stress component is defined agpthduct between a flow, grid-dependent eddy visgos
coefficient and the corresponding components ofntlean rate-of-deformation tensor. The eddy visgosit
coefficients are grid-dependent, meaning that th#fgr in fine or coarse computation grids affastvalue.
Every time that a mesh has a different size of elds) this parameter needs to be analysed.

In the horizontal direction, the coefficients ofttulent eddy viscosityo( [m?/s]) and diffusion (I [m?/s])
are calculated according to Equation 33 and Equadb respectively (Deltares, 2014a).

vy = vy + vick Equation
33

Dy = Dy + DYk Equation
34

Where:
vy = vertical eddy viscosity (m?/s)
Dy = vertical diffusion coefficient (m?/s)

v5%k = packground horizontal coefficient of turbuleigoosity (m2/s)

Djack = packground horizontal coefficient of turbuleiffusion (mz2/s).

The background horizontal eddy viscosity and diffngepresent unresolved and complicated hydrodjsmam
phenomena not calculated by the turbulent model.

In the vertical direction, the coefficients of tutent eddy viscosityi, [m?/s]) and diffusion(D,, [m?/s]) are
calculated according to Equation 35 and Equatian 36
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Vy = Vot + max(vzp, vo*k) Equation

35
DV = % + maX(D3D, DeaCk) Equ3aéti0n

Where:

VYmot = Kinematic viscosity of water (m?/s)

Omo1 = Molecular Prandtl number for heat diffusion

v3p = turbulent viscosity (m?/s), computed by a thogaensional-turbulence closure moded k-
vPeck = background vertical coefficient of turbulentadsity (m?2/s)

D5, = turbulent diffusivity (m2/s), computed by a terdimensional-turbulence closure model k-
Dpack = packground vertical coefficient of turbulentfdgivity (m2/s)

The background vertical eddy viscosity and diffasrepresent unresolved and complicated hydrodynamic
phenomena not calculated by the turbulent model.

3.3.1.4. Shear Stress

The shear stress at the bottom layer of the lallefised according to Equation 37.

= gpluyluy Equation
PT 37

Where:

up = velocity of the horizontal velocity in the firstyer just above the bottom (m/s)
C4 = Chezy coefficient (f7/s)

g = acceleration due to gravity (m/s?)

p = water density (kg/m3)

The shear stress at the water surface due to wiaedsity is defined according to Equation 38.

T, = paCaU10” Equ?i;[lon
Where:
T, = magnitude of the surface stress (Pa)
C, = wind drag coefficient (-)
Uy = velocity (m/s)
p, = air density (kg/m3)

3.3.1.5. Numerical method

The set of partial differential equations in condtion with an appropriate set of initial and bouyda
conditions is to be solved in the model throughrihmerical method of finite differences.

An explicit time integration method was used intimedel. Therefore, the stability requirement of éielicit
method in numerical analysis typically leads to @wurant-Friedrichs-Lewy (CFL) condition (Equatig®).
The equation of momentum is solved by a multidioget! upwind explicit numerical scheme and the ¢éiqua
of heat by the second Van Leer numerical schenmykras the “5-Ocean” model.

1 1 Equation
CFL = 2At gH\/W+A_)12<1 39

Where:
At = time step (S)
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g = gravity acceleration (m/s?)

H = water depth (m)

Ax = mesh size in x direction (m)
Ay = mesh size in y direction (m)

3.3.2.  Water quality model formulation

D-Water Quality is the water quality module of tBelft3D modelling suite. It solves the fundamental
advection-diffusion equation (Equation 40) on adefaned computational grid and for a wide rangenofiel
substances. D-Water Quality allows great flexipilih the substances to be modelled, as well aten t
processes to be considered.

In the model configuration, it is necessary to ceand activate which physical, biochemical antbbioal
processes and substances will be simulated. Infaman flow fields (water temperature, bed shdgss,
vertical dispersion and water velocity) is derifiemn Delft3D-FLOW.

To simulate the development of algal biomass ahdratesses involved, two modules (routines), EQ® a
BLOOM, were used.

ECO simulates the concentrations of nutrients (NSP, organic matter, dissolved oxygen, and active
substances (Smits, 2009).

ot ox ay 0z +&

aC _ dCu oCv oCw 0 aC i) oCu i) aC Equation
— — ( x&)+a—y<Dya—y)+&(DzE)+S(X,y,Z) 40

Where:

C = concentration (kg/m?3)

u, v and w = components of velocity (m/s) in x,nda direction

Dy, = component of the dispersion tensor (m?/s) iy, x, direction

S(x,y,z) = change of concentration due to a source (contdhudr withdraw) (kg/(m3.s))

BLOOM models phytoplankton species competition addptation in different environmental conditions,
such as limiting nutrients and light (Los, 2009ack phytoplankton group or species have different
requirements for resources (e.g. nutrients, lightlerent ecological properties and present diffeeicondition
states (Los, 2009).

For every species of phytoplankton considered, BMXibstinguishes them between three phenotypes:runde
nitrogen-limiting conditions, under phosphorus-timg conditions and under light-limiting conditians
Therefore, it is possible to evaluate which resticwas a limiting factor to the distribution o species
(Smits, 2009).

Each phenotype has distinct physiology (growths,abeortality rates and respiration rates), stoict@try
(nutrient-carbon ratios, and Chl-a carbon ratia®) aedimentation rates. The model uses the corudept
phenotypes to model the physiological stress aredisp adaptations of each phytoplankton group and/o
species in different environmental limiting condliti

The objective of the BLOOM model was describedlbys( 2009) as follows:

“Selecting the best-adapted combination of phytaktian types at a certain moment and at a certaatilan
consistent with the available resources, the exjdtiomass levels at the beginning of a time irgteand the
potential rates of change of each type.”
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Competition between phytoplankton species is ontdh@fmain processes considered in BLOOM. Through
numerical mathematical optimisation, BLOOM finde ttiistribution of biomass of each alga modelled at
time step, thus representing the variations irfltlerescence caused by a different environmentadiition.

3.3.2.1. Biomass distribution

It is challenging and complicated to model phytogtan behaviour in terms of mathematical expression
based on differential equations governed by pararseOne of the main difference of the BLOOM model,
compared to other phytoplankton models, is thaveycome the difficulty in defining all differentiaquations
and parameters, the BLOOM model uses the appro&chumerical optimisation based on a linear
programming method. To achieve this, a mathemasieabf equations (objective and constraint fumsjo
was formulated and the main ones will be presenéed. For more detail, the model is fully describethe
Open Process Library manual (Deltares, 2014b).

BLOOM calculates the maximum of the biomass digted in all algae types (objective function, acaayd
to Equation 41). It uses a linear programming mettwm optimise the distribution of available res@msc
(energy and nutrients), always respecting the draenstraints imposed (maximum growth and maximum
mortality). Competition between species is deteadiby the ratio of the resource requirement tonibie
growth rate, meaning how much a species requirgsow and how fast the species can grow (Los, 2009)

Considering the constraint of nutrients, light gyergrowth rate and mortality rate, the mass distron of
each algae type is the one for which the totalbi@mass of the phytoplankton community is maximal.
Equation 41 shows in mathematical terms the objedf the linear programming solution of BLOOM. The
constraints for the phytoplankton growth will besdebed in sections 3.3.2.2 to 3.3.2.5.

Equation
Maximize Z Pny By 41
k

Where:
Bk= Concentration biomass of algae type k (g/m?3)
Pn= net production rate constant of algae type kaityd

3.3.2.2. Nutrients

The presentation of nutrient equations in the magiedken from Los (2009). The requirements forogén,
phosphorus and silica (only used by diatoms groaps)specified by coefficients for each alga tygea
parameter of each nutrient (N, P and Si) per unihlass concentration.

The total available concentration of each nutr{&gfuation 42) is equals to the sum of: (i) The amau the
total living biomass of algae; (ii) the amount iead algae (detritus); and (iii) the amount disswlirethe
water. Nutrient recycling depends on the reminsadilbn and sedimentation rate of dead phytoplané#tia
(temperature dependent) and a fraction that iscillirevailable (dissolved) to grow new algae thitoug
autolysis (cellular degeneration).

i=n Equation
Cnut = Cnut + ) (anuty; = Calg;) + Cnut gerrirys 42
i=1
Where:
Cnut= concentration of dissolved inorganic nutriengkl{m3, gP/m3 or gSi/m3)
anuty; = stoichiometric constant of nutrient k of speidigN/C, gP/C or gSi/C)
Cnut= concentration of organic nutrient k (gN/m3, gPtmySi/ms3) in detritus

3.3.2.3. Energy
Algae need to absorb light for photosynthesis ao@th. The relationship between growth and ligheisity

is crucial for each algae type.
81



The amount of light energy which a phytoplanktoexposed to varies depending on: (i) the cloud icthet
varies the irradiance during the day, (ii) the icattposition of the phytoplankton cells that var@ver time,
as well as (iii) the species, which react diffeletd irradiance variations in intensity per uriitione. All these
variations change the growth rate over time.

The attenuation of light intensity is an expondniisction of depth times the total extinction dogént,
according to the law of Lambert-Beer (Equation 43)

Iy =1 * exp~tH Equé[lon
Where:

I;= light intensity at layer | (W/m?2 or J/s.m?)

et = total extinction coefficient unit (1/m)

H = depth (m)

The total extinction coefficient (et - Equation 4#f)visible light is calculated as the sum of seyantial
extinction coefficients.

et = eat + emt + ept + edt + est + eot + eb quﬁuon
Where:

eat = partial extinction coefficient of algae bisagl/m)

eb = background extinction coefficient (1/m)

edt = partial extinction coefficient of dissolvedyanic matter (1/m)

ept = partial extinction coefficient of particulatetritus (1/m)

emt = partial extinction coefficient of macrophy{é#m)

est = partial extinction coefficient of suspendedrganic matter (1/m)

eot = partial extinction coefficient of other sudistes as a function of salinity (1/m)

et = total extinction coefficient (1/m)

According to Equation 44, algae biomass, susperatet dissolved organic matter (detritus), suspended
inorganic matter, the water itself and all remagnutissolved substances contribute as partial didimc
coefficient. All these components are calculateskldeon concentrations and specific extinction dciefits
(Equation 45 to Equation 49).

n Equation
eat = z ea; * Calg; 45
1
n Equation
ept = Z ea; = Cpoc; 46
1
Equation
edt = ed + Cdoc 47
n Equation
est = Z esy * Cimy, 48
1
_ __SAL Equation
eot =eo* (1 SALmax) 49

Where:

Calg = biomass concentration of algae species grog@/ing3)

Cpog = concentration of particulate detritus compon€gC/ma3)
Cimy = concentration of suspended inorganic mattetifradk (gC/m3)
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ea = specific extinction coefficient of an algaedips type (i#igC)

ed = specific extinction coefficient of dissolvedjanic carbon (ritgC)

eo = spec. ext. coefficient of other substancesdas relative salinity (1/m)
ep = specific extinction coefficient of a particdgaletritus component @igC)
es = spec. ext. coefficient of a suspended inocgaaitter fraction (figDM)
SAL = actual salinity (g/kg)

SALmax = maximal salinity (g/kg)

i = index for algae species [-]

j = index for detritus components [-]

k = index for suspended inorganic matter fractighs

n = number for algae species

m = number of detritus components

Water characteristics and all other remaining sutists that also contribute to light extinction esenputed
in the form of a background extinction coefficiehhe background extinction coefficiefah) and the partial
extinction coefficient of macrophytes (emt) are stant and defined as inputs (Deltares, 2014b).

It should be noted here that the extinction coiffitis calculated differently between the hydraaiyic
(Equation 22) model and the ecological model (Equa#i4). In practical terms, this means that in the
hydrodynamic simulation, the coefficient is consti@inoughout the simulation period, while in th@legical
simulation, it varies along time.

3.3.2.4. Growth limits

The maximum gross growth rafeg™® in the BLOOM model can be specified as an eqoatibich varies
as a power function (Equation 50) or as a linaaction (Equation 51) to water temperature (L0290

Pg,"™ = (PyPy)” Equation 50

Pgi™™ = P+ (T — Pai) Equation 51
Where:

P« and B« are type-specific model coefficients (-)

T is the temperature (°C)

The final growth rate is obtained by multiplyingetmaximum gross growth rate (Equation 50 or Equo&iib
with the production efficiency factor (Ek [-]), wdh is contingent on light response and the numbhapors
of daylight for each algae group. Lastly, biomasat#n is calculated by Equation 52.

dB,

a (Pg™*, * Ex, — My—Ry.) * By,

Equation 52
Where:

M, = specific mortality rate constant of type k (-)
R, = specific respiration rate constant of type k (-)

3.3.2.5. Mortality limits

In a unfavourable environmental conditions, to dwicomplete removal of a algae specie in a sitigle-
step, the decrease of each algae species has@ssteain. The minimum biomass (Equation 53) valua
species is obtained assuming there is no prodydiigtronly mortality.

Bkmin = B, ()exp[_Mk * At] Equation 53
Where:
Bk™" (g.m-3) = minimum dry biomass of type k at the efitime intervalAt
Bk° (g.m-3) = dry initial biomass of type k
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My (day-1) = specific mortality rate constant of type

3.4. Model Configuration

The Delft3D models require a computation domairc#jcation of boundary conditions, initial conditis
and the selection of model parameter values thed t@ be provided for each module. Therefore, iy n
sections will present model configurations.

In a computation domain, it is necessary to defireegrid (mesh), bathymetry and number of verfimpérs.
For the vertical direction, two types of verticaidgare supported in Delft3D (Figure 3.20):

(a) With theo-grid option the vertical layer thickness varieshwthe depth while the number of active layers
is constant; and

(b) With the Z-grid option, the layer thicknesdii®ed and the number of active layers varies wihig depth.
The layer thickness at the top is determined byattieal water level and at the bottom by the lemabgraphy.

The type and thickness of the vertical layer deteentepths at which the model calculates and pthes
results. Figure 3.21 shows the exact point of mpdat for an element.

re-10

——

Figure 3.20— Example ofo-grid (on the left) and Z-grid (on the right) awdile in the Delft3D model
(Deltares, 2013)

Legend:

+  water level {¢) / density () point
—  velocity point (u, v or w)

Figure 3.21- Three-dimensional view for an element computatibgrid of Delft3D (Deltares, 2013)

Some computation domains require a high refineroéttie mesh to represent physical features thanatre
in other regions. Using many elements in the giug to refinement, results in a higher computatitinee.
Different refinement along the computation domasults in different size of adjacent elements thay
cause numerical instabilities. To overcome thesblpms, it is possible to use thin dams.

Thin dams (Figure 3.22) are one dimensional objénfmitely thin) that can be set on the edgegyod
elements. They prevent flow between two adjacadtadements (cell), but they do not separate thieyinaetry

on both sides. These elements can be used to lmesome specific structure in the model domains thu
avoiding refinement.
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Figure 3.22— Sets of thin dams in the computation grid. (Deka2013)

3.4.1. Lake Domain
3.4.1.1. Lake Champs-sur-Marne domain

For Lake Champs-sur-Marne, the mesh used (Fig@®&) 3vas the one used by Scriban (2015) with 1165
horizontal elements and 12 vertical, with mesh eletsof 10 mx10 mx0.33 m (latitude, longitude aepth).
In this mesh, the number of vertical layers wasndefin a way that also incorporates the depthghath the
sensors are located. The Z-grid method was useslibedhe water depth is very homogeneous. Thin dams
were used to represent the channels in the ceslatl and artificial barriers near the beaches.

AN

Figure 3.23— Mathematical mesh used in Delft3D simulation fokk&hamps-sur-Marne. Yellow lines are
thin dams

3.4.1.2. Lake Pampulha domain

For Lake Pampulha, the mesh used has 10 layerg Hiervertical §-grid method) and 4019 grid elements in
the horizontal, 40190 elements in total (FigurésR.Zor the horizontal grid, near the boundariegufe 3.25)
the grid was refined. Grid refinement in the honitad direction means that in some region of the @amn
smaller mesh sizes were used. The advantage ghartaccuracy and less instability in the boundaeas.
Lake Pampulha was configured with a grid with me&ments varying from 10x10 to 50x20 (latitude,
longitude). Thin dams were used to represent thewrchannel coming from the Ressaca and Saraveligi
(Figure 3.25).

The bathymetry characteristics of Lake Pampulheatly vary from upstream to downstream, with an
upstream region of very shallow depth (about 1 &emth), a transition region, where the depth goms fL.5
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m to almost 13 m and a deeper region further dawast. Thus, during calibration of the hydrodynamaxel
theo-grid and Z-grid options were used to compare tbdehperformance and the influence of the grid type

The Z-grid option does not change the thicknessaah vertical layer, which may help to represest th
thermocline depth and water stratification. Téwgrid option for the vertical grid layer thicknekas the
advantage to preserve the number of active layeng @he whole grid. Thus, in the shallower parthef lake
the vertical resolution was higher (0.15 cm). Atmbaring point P1, the Z-grid ana-grid were very close,
with 1-m thickness vertical layers (Figure 3.240eB-grid option allows analysing the hydrodynamic foé t
lake at the bottom of the lake in a same layeomtiouity; otherwise, using the Z-grid option thetiom of
the lake would be represented in different layers.

L | Z-grid
[ sigma grid
. Measured depth

Depth {m)
IS

s

-10 o 10
Mesh size (m)

Figure 3.24 —Vertical resolution foo and Z-grid in point P1. Blue X represents the measment depths.

3.4.2. Hydrodynamic Model configuration
3.4.2.1. Lake Champs-sur-Marne

To configure a boundary condition, its locatiorpeyand some related input data are necessaryollbeifhg
types of boundary conditions are available in the imodel: (a) Water level, (b) Velocity, (c) Neunma(water
level gradient)—this option means that the modétmheines the solution of water level and velocitytee
boundaries by imposing the water level gradieniesnd of a fixed water level or velocity; (d) Dische or
flux (total or per grid cell).

As Lake Champs-sur-Marne is mainly fed by grounéwé#owing from the water table of the nearby Marne
River, no inflow was considered. Therefore, notropeundary was set. For the initial condition facle
period simulated, the water temperatures werealiséd with values observed at the point statidnthe
beginning of each period. For velocity, the wat@sveupposed to be at rest, a usual assumptiomee-th
dimensional hydrodynamic simulation (Soulignaclgt2917).

Secchi depth, the reduction factor for wind intensiater salinity, the albedo of the lake watenfate, the
minimum horizontal background eddy viscosity arffudivity of heat were set according to Scriban1(20
The wind reduction factor is justified due to vaisdrees, approximately a dozen meters high, arthelke,
which reduce the intensity of the wind on the |lakeface in comparison to the values measured a@tlye
airport station. Three other parameters (Daltorffooent, Stanton coefficient and wind drag coetiat)
involved in the surface boundary conditions werdlifired from default values by Scriban (2015) durthg
calibration step. The Dalton coefficient is invaiMa the wind function (Equation 28) used in thenpaitation
of the evaporative heat flux. The Stanton coefficeppears in the wind function, used for the cotafoon of
the sensible heat flux (Equation 30 and Equatign3ie wind drag coefficient is involved in the gomation
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of the surface wind shear-stress (Equation 38)sd@kalues (Table 3.6) were derived from a previegsarch
conducted on a similar urban lake nearby (less ttlarkm away) (Soulignac et al.,, 2017). As already
mentioned in section 3.3.1.3 the horizontal eddcasity and diffusion depend on the mesh size ef th
horizontal grid and on the intensity of the flovarfE.ake Créteil a value of 0.01%fa for a mesh size of 20x20
m was used (Soulignac et al., 2017). The authasemted a comparison between mesh characteriatics a
parameter values for four lake applications of ttiree-dimensional hydrodynamic model Delft3D-FLOW.
Therefore, a value of 0.0025#m was adopted for Lake Champs-sur-Marne (mesho$izx10 m).

Table 3.6 —Adopted parameters for Delft3D-Flow model in Lakea@ps-sur-Marne (From Scriban 2015)

Parameter Value
Secchi (m) 0.7
Wind Factor 0.6
Albedo 0.08
Horizontal Viscosity (m?/s) 0.0025
Horizontal Diffusivity (m2/s) 0.0025
Dalton 0.0015
Stanton 0.00145
Wind Drag 0.0013

In the model configuration, it is necessary towatB specific processes such as the temperatursviaad
processes. The following constants received th@egah all simulations: acceleration of gravitydd81l m/s?,
water density of 1000 kg/m?3 and air density of kg

For bottom shear stress, the Chezy formulation shasen with uniform values of 65°ffs (default value),
with free slip condition in wall roughness. Theskmodel for three-dimensional turbulence was chokes.

a second-order turbulence closure model, in whigbulent kinetic energy k and the turbulent kinetic
dissipatione are prescribed by a transport equation. This mizdesed for stratified flow and thermocline
evolution (Deltares, 2014a).

The computational time step was set to 30 s. Tdlisarespects the Courant-Friedrichs-Levy stalglidgrion
(see section 3.3.1.5). The outputs of the modebwet for an hourly time step on each mesh element.

3.4.2.2. Lake Pampulha

For Lake Pampulha, the 8 tributaries were defingtié domain boundary condition as time serieshdige.

The water inflows of the Braunas, Agua Funda, S#irand Ressaca rivers were set as a single boundary
named Ressaca and Sarandi (Figure 3.25). The howatigr temperature was evaluated by applying two
methods using air temperature (see section 3.2.2.3)

For the downstream boundary, all outflows were eotrated in the spillway located at the dam. Tipe tyf
boundary was set as the water level, accordingaapillway rating curve (Table 3.7) defined byistetrto
et al. (2015).
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Figure 3.25— Water Inflows locations (blue lines), thin damdtions (yellow line), monitoring point
(P1 - cyan cross) and spillway location (red line)

Table 3.7— Total outflow of Lake Pampulha. (from Felisbertaét 2015)
Water Level (m) Total outflow (m?3/s)

0.Cc* 0

0.t 121
1.C 201
1.t 282
2.C 36¢€
2.5 45¢
3.C 55¢
3.5 65¢

* Zero water level corresponds to an altimetrictguaf 801.0 m.

In the model configuration the following constamtsre given in all simulations: acceleration of gtawat
9.81 m/s2, water density at 1000 kg/m3, air dersity kg/m3 and water salinity at 0.15 ppt, acaugdinean

field conductivity measurements applying the PcattiSalinity Scale of 1978 (PSS-78) formulated and

adopted by UNESCO (1981).

For bottom roughness, the Chezy formulation wasehavith uniform values of 65 {fas?) with free slip

condition in wall roughness. The background horiabrviscosity and diffusivity were considered as

calibration parameters due to the variation ofsize of the elements in the mesh. Vertical eddgogiy and
diffusivity were adopted as negligible. Theskmodel for three-dimensional turbulence was chosen.

Secchi depth (0.3 m) was defined according to nredsealues. As the Secchi depth values presenteasal
no variation, it was not chosen as a calibratiapeter. Wind factor, Dalton coefficient, Stantaefficient,
horizontal viscosity and diffusivity were estimatdaring the model calibration.
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Wind factor values were tested in a range of 408hdr and 40% lower than measured values, varying by
20% for each scenario. This range of values wasetkticcording to a review of the literature armbdlased
on the methodology of Scriban (2015).

Dalton and Stanton coefficient values were calémdbcusing on the heat exchange between wateaiand
(Equation 27 and Equation 30). Default values veel@pted for the wind drag coefficient (0.00063).

A calibration round was also performed considetheywater tributary flow. The selected simulaticaripd
corresponds to the dry period in the Southeasbregf Brazil, starting in April and ending at thedeof
September. The discharge curves were obtained lgyéi@a (2015) using hydraulic simulation to theatot
hydrological cycle (period of floods and droughtjdasome measured values. Due to these uncertainties
inherent to few flow measurements, a second ratingye was evaluated based only on the dry period
simulations and measured values.

The last parameters analysed in the calibratiore ez background horizontal eddy viscosity; ¢ [m?/s] -
Equation 33) and diffusivityll; [m2/s] - Equation 34). This step was performed tueariations in the size
of the mesh elements. For the model of Lake Pamapulte mesh elements vary from 50x20 to 10x10 m
(Figure 3.25). Two values of background horizoetddly viscosity and diffusivity were evaluated, G@nd
0.0025 /s respectively.

3.4.3. Water Quality Model configuration

The water quality model, D-Water Quality, makes ofthe hydrodynamic variable values (velocitiestev
elevation, density, vertical eddy viscosity andicat eddy diffusivity) calculated by Delft3D-FLOV¥or the
water quality model, the Delft3D-ECO module wassghofor Lake Champs-sur-Marne.

In the water quality model, it is necessary to mefprocesses and substances that will be modsiatign
3.3.2). The active processes and substances wecteskaccording to a similar study performed byligoac,
2016. The processes included were: (a) Reaeratiooxpgen; (b) Algae growth and mortality; (c)
Mineralization of organic matter; (d) Nitrificatipfe) Phosphate adsorption and precipitation.

The ecological model applied to Lake Champs-surAddras 32 substances that can be grouped into five
groups:

(a) First group: Dissolved oxygen (DO);
(b) Second group: Particulate mineral matter (IM1);

(c) Third group: Dissolved mineral matter: ammoni@iH4), nitrate (NO3), reactive phosphorus (PO4),
phosphorus attached to IM1 (AAP), reactive sili8&8)2) and silica contained in opal (Opal);

(d) Fourth group: Organic matter. Particulate orgacarbon is divided into four fractions whose
decomposition rates are different: POC1, POC2, PEIBPOC4. Particulate organic nitrogen is diviithal
four fractions: PON1, PON2, PON3 and PON4. Paricalrganic phosphorus in divided into four fractipn
POP1, POP2, POP3 and POP4). Dissolved organic cdf©C), dissolved organic nitrogen (DON) and
dissolved organic phosphorus (DOP);

(e) Fifth group: Algae groups.

For the phytoplankton simulation, the BLOOM moduies chosen. The selection of the variables reptiegen
the main phytoplankton groups was performed acogrtth previous research conducted on Lake Champs-
sur-Marne (Huguenard, 2015; Peiffer, 2016). Thennpaiiytoplankton groups observed in the lake duittireg

last decade (2006-2015) are Green algae, Diatoyendbacteria and Dinoflagellates. During summer the
dominant groups are (i) Cyanobacteria, mailgabaena, Aphanizomenon and Microcysasd (ii)
Dinoflagellates, mainfCeratiumandPeridinium (Peiffer, 2016). Therefore, 4 state variablesdsctibe the
phytoplankton assemblage were defined: the coratonis of Cyanobacteria, Diatoms, Dinoflagellated a
Green algae.
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After choosing the variables, it is necessary totlse initial biomass. The measurements providedhiey
FluoroProbe BBE and the Multi-parametric probe (MRrre used to define the initial concentratiorath
phytoplankton group. With the measured FluoroPr@iE vertical profiles, it was determined the
representativeness of each of the 4 phytoplanktoups. The respectively concentration for each groas
defined by multiplying the percentage of each grémypthe chlorophyll-a measured through the Multi-
parametric probe, meaning that the MPx chlorophy#-distributed among the 4 groups. The high-feegy
measurements, performed by the Multi-parametrib@lPx, were used to compare the time evolution of
total phytoplankton with the total concentration pifiytoplankton simulated. The distribution of the
phytoplankton groups measured by the BBE was usedmpare the phytoplankton composition computed
by the model and to evaluate the model calibration.

In order to evaluate the algae accumulation ab#daeh, a correlation analysis between the valuesuned
by the fluorescence sensors at point A (the magdtgooint closest to the large beach) and the Chl-a
concentrations obtained by laboratory analysib®ftater samples collected at the large beach erésrmed.

Nutrients are described by the following variablsimonium, Nitrate and Ortho-Phosphate concentnatio
Input values used were based on I.D. Eaux rep@1t5R Dissolved oxygen concentration is also aestat
variable of the biological model and input values eequired. For these reasons, measurements aF Mul
parametric Probe (Seabird SBE 19™) were used. Qrgaatter was not measured, and a zero value was
adopted.

An important process in the model is the calcutabbthe light conditions in the water. The ligixtiaction
coefficient (Equation 44) was defined based ordiation data measured along the vertical profil@uagh
PAR (Photosynthetically active radiation) by Li-Qdr193. This process will be better describedent®n
4.3. The BLOOM module requires a large set of secoefficients, related to phytoplankton physiglog
(Table 3.8), algal stoichiometry (Table 3.9) anddfic extinction coefficients and sedimentationoeities
(Table 3.10). All the values presented are the indekault ones.

Table 3.8 —Phytoplankton physiology

Phytoplankton Phenotype Pro'(;I/Iuac)f(i.on* ;?Orgﬁégoonifj Equation
. Energy 0.35 1.06
Diatoms P& Si 0.35 1.054 Equation 50
Flagellates Energy 0.35 1.05
Energy 0.068
Green Nitrogen 0.068
Phosphorus 0.068 3 .
Energy 0.056 Equation 51
Bluegreen . Nitrogen 0.048
(Cyanobacteria)
Phosphorus 0.048 5
*P; and **P in Equation 5GandEquation 51
Table 3.9 —Phytoplankton stoichiometry
Phytoplankton Phenotype N/C P/C Chla/C
. Energy 0.21 0.018 0.04
Diatoms P &Si 0.188 0.0113 0.025
Flagellates Energy 0.275 0.018 0.029
Energy 0.275 0.0238 0.033
Green Nitrogen 0.175 0.015 0.025
Phosphorus 0.2 0.0125 0.025
Energy 0.225 0.0188 0.033
Bluegreen Cyanobacteria) Nitrogen 0.125 0.0188 0.02
Phosphorus 0.15 0.015 0.02
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Table 3.10 Phytoplankton typology and sedimentation velocity

Phytoplankton Phenotype Extinction* Sedimentation n/s)
. Energy 0.27 1.0
Diatoms P&Si 0.1875 15
Flagellates Energy 0.225 0.5
Energy 0.225 0.5
Green Nitrogen 0.1875 1
Phosphorus 0.1875 1
Energy 0.4 0.0
Bluegreen Cyanobacteria) Nitrogen 0.2875 0.0
Phosphorus 0.2875 0.0

*ea in Equation 45

Many coefficients of the D-Water Quality model haither fixed values or preferred values that Hasen
determined by extensive calibrations for many ddf¢é water systems (Deltares, 2014b; Los, 2009).
Consequently, the values are considered as gesmadlienodel calibration can usually be restrictegugd a
few coefficients, such as the decomposition ratestamts, the nitrification rate constant and thikrsentation
and resuspension velocities (Deltares, 2013). éncdibration step of the model, only the sedimia
velocities were changed. According to Brennen .g28118), many different sedimentation values aedun
literature, the standard values vary from 0.1 @ri/day. The values also change between groupsseties
and according to concentration and colony sizesotque et al., 1996). For Diatoms and Dinoflage#athe
default settling velocities values were used. B@nobacteria and Green algae, the velocity wabreddid.
For biogeochemical processes, default parametears wged.

3.5. Lake Champs-sur-Marne simulations
3.5.1. Hydrodynamic simulations

The criteria used to select the simulation perer@sas follows: (a) A mixed condition at the begngrof the
period, and (b) A thermal stratification during rhosthe period. This focus on thermal behavious wlaosen
because the thermal stratification of the wateorie of the main processes that can boost phytoglank
production in favour of cyanobacteria. The reasostart with a mixed condition, concerning phytogdan
growth, is that vertical distribution of the nutite and Chl-a concentration is rarely known. Smised
condition allows considering a uniform distributionthe water column.

According_to these criteria, the resulting periofisimulation are presented in Table 3.11:

Table 3.11 -Simulated period in Lake of Champs-sur-Marne
Number of hourly

Period Date Used for
values
01 239 June to 3H June 2015 159 Phytoplanktortransport
(tracer)
d
02 139 July to 27 July 2015 342 Coupledhydrodynamic
03 14" July to OF August 2016 456 and ecological
19" September to 12nd
04 October 2016 567 ADCP measurement

These periods were used to validate the adoptedneters (Table 3.6) for hydrodynamic simulation t;nd
evaluate the behaviour of the lake and the inflaesfdhydrodynamic and weather conditions.
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Period 1 was also used to evaluate the phytoplartkiosport (specific methodology in section 3.528riods

2 and 3 were selected to run the coupled hydrodimand ecological simulation (specific methodolagy
section 3.5.3). During period 4, water velocitiesrggmeasured using an Acoustic Doppler currentlgrof
(ADCP). Therefore, this period was simulated teasshe velocities calculated by the model.

For a better evaluation between measured and diedulalocities, the time step resolutions for idta need
to be the same. Due to low water velocity valueting step smaller than an hourly resolution presgbn
inappropriate behaviour due to a high amount af@aind erratic behaviour (without a pattern). Farrttore,
an hourly resolution in the model also avoids gatireg a very large amount of data in the simulatigtin
smaller time steps. Therefore, for a coherent coisqa, average hourly values of simulated and tmtalent
velocity measured were used.

The model performance assessment was carried iogt ggectral analysis. One of the main featurdbofs

in a lake is that they contain a wide range of dyically active scales. To access the informatiosaafle
values, it is important to carry out a spectraldgtof the fields and simulated values (Mezemate,420
Soulignac et al., 2017). This was carried out usivegfast Fourier transform (FFT), which is a taséd for
analysing and measuring signals from field dataiaitipn devices (Cerna and Audrey, 2013), in whicts
used to find the frequency components of the wagkrcity in time. Through spectrum analysis, ipassible
to acquire time-domain signals and measure theiémecy content. Comparing the measured and simulated
spectra it is possible to evaluate the model perémce. Comparison was performed in the surfacedlmid
and bottom depth values. Additionally, the measamed simulated daily values were also correlatedsinal
intensity to evaluate the model performance inesg@nting the lake response to this external famtothe
same depths and for the average vertical profile.

3.5.2. Phytoplankton transport simulation

This simulation (for the period 1 from 23une to 30 June 2015) was performed to investigate the impfact
hydrodynamics on phytoplankton transport. Phytdgiam biomass was considered as a conservativer trace
with neither growth nor decay. In this way, thisislation was performed only with the hydrodynamizdel
(Delft3D-Flow) and the effect of the hydrodynamdassthe spatial distribution of the tracer was stddi

According to the lake manager observations, it agsmimed that the blooms generally start at thénsout
end of the island. Therefore, the initiation ofyammobacteria bloom was simulated as an input ggbeavater
surface (0.5 m depth) near point B (Figure 3.26 model results were considered at points A, @ndat
the beach (Figure 3.26).

Figure 3.26— Location of the tracer input and the points eatdd.

A constant inflow of 0.1 m?/s, with the concentativarying in time according to Table 3.12, wasfeethe
tracer input. These values are close to the Chiglbponcentrations measured at point B during pesod
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(Figure 3.27). The measured concentration of Cnl-the lake at the beginning of the period wasga..
Therefore the initial tracer concentration was asbwith this value.

Table 3.12 -Values of the tracer input

Time Flow (m?¥/s) Tracer Concentration (ug/L)
23/06/2015 10:00 0.1 5.0
25/06/2015 10:00 0.1 20.0
27/06/2015 10:00 0.1 20.0
28/06/2015 10:00 0.1 5.0
30/06/2015 00:00 0.1 5.0

35 T
Chl-a Concentration
30 — — — Tracer Concentration | _|
_ 251 ‘ -
= Y |
g 20 P - ‘ 1 ’ \\
g 15 A ’ \\\ -
8 3 - AN
10 - m “I ‘ \\
i 1 \
N\
5 i I \“' A i ul .
23906/1 5 24/06/15 25/06/15 26/06/15 27/06/15 28/06/15 29/06/15 30/06/15

Date(dd/mm/yy)
Figure 3.27— Tracer input and fluorescence measured at point B

Three simulations were performed to evaluate tfleance of wind direction on the hydrodynamics &ader
concentration. The first simulation, called theerehce simulation, was done with an unchanged wind
direction (Figure 3.28). The wind speed from thiyGtation was reduced by 40%, according to thibcted
hydrodynamics results (Figure 3.29). The secondfaindiscenarios were performed by changing thection

of the wind to western (wind coming from the westp northern (wind coming from the north) direction
Namely, in the second simulation with a westerndyihmeans that the wind comes only from the wastt

in the third scenario with a northern wind, it caamly from the north. In all scenarios, the sanredvepeed
was used as in the reference simulation.

B
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Figure 3.28— Wind direction and speed (m/s) for Orly Statioming the period from 23June 2015 to
30" June 2015

93



Wind Velocity (m/s)
= N w A
(6] N (6] w (6] H ;] ;]
I I I
I I I | I

T
1

05— .

0 | | | | | | |
23/06/2015 24/06/2015 25/06/2015 26/06/2015 27/06/2015 28/06/2015 29/06/2015 30/06/2015 01/07/2015
Date(dd/mmlyy)
Figure 3.29— Wind velocity (m/s) for Orly Station during thenod from 23 June 2015 to 30June
2015

3.5.3. Coupled hydrodynamic and ecological
simulation

In parallel with the criteria used to select a peério simulate the hydrodynamics of the lake, detavere
defined for selecting periods of ecological simiolat The criteria used were: (i) Occurrence of €hl-
concentration higher than 1@/L, considering the threshold stated aud @hl-a/L for a first warning level
in bathing waters; (ii) Presence and dominanceyahabacteria in sampling monitoring on the largadbe
during the period and (iii) Availability of vertitdluorometric profile, in order to know the alggtoup
assemblage.

To evaluate the performance of the coupled hydradyo and ecological model, two periods were sinealat
for two different years, with the previously estabéd criteria being respected. The first periooinf 13" to

27" July 2015 (two-week duration), was used as cdlimaThe second period, from"14uly to 0% August
2016 (18 days), was used as a verification perfodensitivity assessment was performed based on the
minimum, mean and maximum values of the nutrieatalthase to verify the biomass behaviour.

3.6. Lake Pampulha Simulation

Two different periods in 2016 were chosen for hggramic simulations. The first was used as a catiifmn
period and the second as validation. The crites@duwere the same as those of the Champs-sur-Marne
hydrodynamic simulation: (a) a mixed conditionra beginning of the period; and (b) a thermal igication
during most of the period. A third period was s&dddn 2015 to evaluate the hydrodynamic behavidtine

lake for a longer period.

3.6.1. Calibration period
The first period, used for the calibration of thelflBBD-Flow parameters, lasts 18 days (n= 440)nfrig"

May 2016 to 0% June 2016. This period includes mixing and therstiatification conditions. A mixing
condition was classified when the difference ofgemature of surface and bottom was less than 0.1 °C

3.6.2. Validation period

The second period, lasting 16 days (n= 388), fréfhNay to 14" June 2016, was used for the validation of
Delft3D-Flow. This period includes the mixing arbtmal stratification conditions.
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3.6.3. Longer validation period

After hydrodynamic calibration and validation, &rdhperiod was selected and simulated. The purpbtee
simulation was to evaluate the hydrodynamic behavid the lake for a longer period. The period steld
for simulation was from I5May to 10" August 2015, a duration of almost three months.

3.7. Performance indicators

Three mathematical indicators were used to comgianalated and measured water temperature and Chl-a
fluorescence (in the case of Lake Champs-sur-Marfie@se indicators were computed using the hourly
outputs of the model and the hourly averaged medstalues. The mean absolute error (MAE) indicttes
difference between the simulated and measured s.altie coefficient of determination JRepresents the
proportion of the variance of measured values ithatedictable by the simulation, ad & 1.0 means the
measured values can be predicted without errorr@lagve error (RE) is the ratio of the sum of #isolute
errors to the sum of mean measured data.

=n
1 R Equation
i=1
R2 — Z::rll(yl B yi)z Equation
. —\2
TSt -3) o5
RE — Yiztly: — 9il « 100 Equation
- i=n g 56
=171

Where:
y;= data simulated in time interval i
y;= data measured in time interval i

y,= average of data measured

n = number of measured values
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4. LAKE CHAMPS-SUR-MARNE RESULTS

This chapter will present the results for the steilg of Champs-sur-Marne, located in France. Eaciion

in this chapter has a specific objective. As seeseiction 2.3 of the Literature Review, Chl-a conicion,
used as a proxy for phytoplankton biomass, mayadorgignificant differences when measured through
different devices. Thus, section 4.1 will preséa tesults of a comparison between different measents

of Chl-a fluorescence performed in the lake.

Hydrodynamics play an important role in cyanobaateehaviour in lakes. Thermal stratification miégour
cyanobacteria growth due to optimal buoyancy camut while mixing events may facilitate nutrieatease
from the sediment, allowing an increase in phytokian. Thus, section 4.2 will present the resufta o
hydrodynamic simulation, covering lake thermal &abbcity behaviour.

Phytoplankton and cyanobacteria modelling can béopeed with different approaches, each with certai
advantages and limitations, as seen in sectioof2# Literature Review. Section 4.2.3 will presise results

of phytoplankton biomass transport through hydredgic model simulations, focusing on the influen€e o
wind in spatial and temporal distribution. Sectib@ will present the results of the coupled hydraiyic and
ecological simulation, covering the model perforg®in the representation of total phytoplanktonawidbur
and species competition. A first period was setetidecalibrate the model based in Chl-a measuresnBased
on the parameters defined in the calibration perosecond period was selected to verify the belbawof
biomass. In order to investigate the model seiisitito nutrient concentrations, a range of nutrient
concentrations was simulated. Finally, Sectionwildpresent conclusions and discussions of resaflthis
study site.

4.1. Comparison between different Chl-a fluorescence mearing devices

In Lake Champs-sur-Marne, as seen in section hikaEluorescence was measured at three diffem@ntyp
(Figure 3.13) using (i) a high-frequency multi-paegtric probe (MPX) at 1.5 m depth (middle of thetava
column) and (ii) a BBE FluoroProbe, to obtain aatiprofiles in fortnightly campaigns. Near theglabeach,

at weekly and monthly frequencies, samples werkedeld to identify phytoplankton and cyanobacteria
species after laboratory analysis.

In order to assess the consistency of Chl-a measunts, the correlation between Chl-a fluorescereasored
by the MPX sensor and Chl-a measured by the sglecirometer (BBE) was obtained.

To obtain the correlation, the time and depth odsueements need to be consistent. Therefore, tisideved
MPX values were obtained through the average ofalles observed during the instant of verticafijg®
measuremenEor the BBE vertical profiles, the considered ealwere calculated through the average of the
values 16 cm above and below of the MPX depth 1§1).5This range of value was defined to maintain the
same vertical refinement of the mathematical maueth (33 cm).

The values considered at all points for both desvare strongly correlated {R0.94, n =25, p <0.0001 Figure
4.1). However, the values measured by the fixedréiscence sensor (MPX) presented values almos thre
times lower than the BBE sensor at the same pBigpigtion 57). This difference is difficult to justi since

the equipment have periodic maintenance and useptineiple of light excitation to measure Chl-a
Fluorescence, however, MPX uses just one wavelembgile BBE employs six.

Equation
57

This result did not change significantly when eaoimt was analysed separately and when the futicaér
profile was considered #R0.90, n =25, p <0.0001 anth/sz= 2.90*Chlyry).

ChlBBE = 2.88 * CthPX
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Figure 4.1— Chl-a measurements using MPX and BBE for alh{zoi

To link the high-frequency monitoring results, aretation analysis was performed between the values
measured by the fluorescence sensors at pointudfffland the Chl-a concentrations obtained by latooy
analysis of the water samples collected at theelaegach (ChiBeach). The beach is located approgiynaD0

m from point A.

The fluorescence sensor data are about 4.4 timagltesiian lab analysis values (Equation 58), bey tshow
a reasonable correlation{R0.63, n = 30, p <0.00001 - Figure 4.2)

Chlgeqcn = 4.37 * Fluoy Equation 58

140 T T T

Plage= 4.37*MPX
120 - R2=0.63 4

100 - 4

80 3

60 q

Chl-a Fluorescence Plage (pg/L)
L ]

40 - ° 3

20 - % .

0 L L L | |
0 5 10 15 20 25 30 35 40

Chl-a Fluorescence MPX (ug/L)

Figure 4.2 —Chl-a measurements using MPX in point A and lalmoyaanalysis of water samples from a
point near the beach

Equation 58 may indicate a phytoplankton accumutatit the large beach higher than Equation 57 that
presented different values due to the use of @iffiedevices. This situation corresponds with repbim
staff, who affirms that the large beach tends &s@nt an accumulation of phytoplankton. Unfortugatee
influence inherent to the different measurementodsd and the distance between the point A andchtige |
beach could not be evaluated. Therefore, it wasmeeended to add a monitoring point at the largetea
using MPX and BBE devices to evaluate the hyposhesbiomass accumulation in the large beach. Due t
this data limitation, this accumulation hypothesil be evaluated through mathematical modellinthie next
sections.
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4.2. Hydrodynamic Simulations

4.2.1. Results of the temperature simulations

As presented in the Literature Review, water temoee and nutrient concentration are the main bbrga
that determine phytoplankton and cyanobacteria tircand thermal stratification is one of the maingesses
that can boost phytoplankton production in favdwry@nobacteria. Unfortunately, nutrient data aarce for
Lake Champs-sur-Marne (section 3.2.1.6). High-fesaqpy thermal monitoring is a rare case in thedtae,
even more due to the characteristics of shallovallsamd urban lakes. Therefore, the next sectidrs nd
4.2.3) will present Lake Champs-sur-Marne’s therbmethaviour and the performance of Delft3D-Flow in
representing it.

With the calibration parameters (sections 3.4.12dd.1), the temperature behaviour of Lake Chasuops
Marne was simulated for 4 different periods, in sugnand autumn, as follows:

239 June 2015 to 30June 2015

139 July to 27" July 2015

14" July 2016 to 0% August 2016

19" September 2016 to TOctober 2016

PwnE

For the period 1 (28 June 2015 to 30June 2015) an initial mixed water condition of 20C and
meteorological inputs (Figure 4.3) were set in Bedft3D-Flow model. The results for the temperatate3
depths (0.5, 1.5 and 2.5 m) are presented in Figgdréor point A. For the other points (B and @ results
were similar and are presented in ANNEX 8.8.
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Figure 4.4— Comparison of the temperature between measuckdiamulated data for period 1 (23
June 2015 to 30June 2015) at point A

The agreement between the modelled and observgrbtatares can be considerate quite good. The diedula
surface temperature correctly represented peakdailydcycles with an R2 of 0.85. At the middle drattom
depths, the model also represented the thermallmehaell. Graphically, at the bottom depth, it seethat
the model could not simulate the temperature adety deing colder for most of the period. Thef& the
bottom depth was not very high (0.53). However,M#E was the smallest (0.32°C) in comparison tepth
depths (0.44 °C at the surface and 0.45°C at tddlendepth) and the temperature variation waslalser.
Therefore, this result shows that the model cacdosidered as validated.

Analysing the temperature for each monitored peeparately and comparing the measured data fohtée
depths with those simulated (Figure 4.5) allowaisdte that the stratification period is well reqgeted. The
partial mixing event on 27and 28 June at the surface and middle depths, was clyrgedicted by the
model.

The alternation of mixing and stratification wasliweproduced (arrows in Figure 4.6). The genessdtimg
behaviour of the lake during the simulated peria$wbserved and simulated. Water temperature ksgan
20.8 °C (23 June) and, after a week, the surface was 5° C eraand the bottom more than 1.0 °C warmer
as well. This warmer condition could also be obsérwn air temperature (Figure 4.3), which preseatddily
cycle with an increase in the minimum temperatures.
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Figure 4.6— Comparison of the stratification condition betweeeasured (a) and simulated (b) data
from 239 June 2015 to 30June 2015 in Point A. Red arrows represent partiging events.

The comparison of the temperature between poim@{mal depth of 3 m), B (maximal depth of 2.8 mfia

C (maximal depth of 3.2 m) are presented in Figugefor the three monitored depths (0.5, 1.5 abdd.

The thermal behaviour is quite homogenous for titeet points. On the surface, the temperatures are
practically the same for all three points. Smaffedences were well represented at the middle dapth
partially at the bottom. This homogeneity is beesthre points have almost the same depths and amiiar
regions of the lake. Therefore, the model resu#t used to evaluate the thermal behaviour in diffieregions.

The simulated temperature behaviour at the su(taéen depth) for point A (3 m depth), Beach (1.8epth)
and in the channel on the central island (1.3 nitdepe presented in Figure 4.7 and in Figure @ 1Bé lake
surface in 2% June 2015 at 14 hours representing a differerénvtamperature as example. For these points,
the thermal behaviour is no longer homogenouspdilhts have the same daily cycles. However, thertak
amplitude is not the same.
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Figure 4.8— Surface simulated temperature for period 1 oduve 2015 at 14 hours.

The thermal and hydrodynamic heterogeneity of Hie Ican also boost the occurrence of heterogeneity
concentration in the lake. It is important to hight that the east channel has less communicatithritie rest

of the lake (Figure 3.4), which may affect the waémnperature and phytoplankton behaviour. Se@iari
presented a description of the central island. dfieeg, a monitoring point on the channel locateti@central
island is recommended to better evaluate this betiav
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Figure 4.9— Comparison of the temperature at points A, B@rad 3 depths for period 1 (26une
2015 to 3@ June 2015).

With the same parameters used in the simulatiopddod 1, period 2 (18July 2015 to 27 July 2015) was
simulated. For initial conditions, a uniform mixéeimperature of 23.4 °C was set for all grid element
according to measurements. Meteorological conditidor the period are presented in Figure 4.10.
Temperature results for simulation 2 are presemeigure 4.11. The hydrodynamic model was able to
represent the temperature behaviour accuratelyalFoepths, MAEs were less than 0.5 °C and withiRan
higher than 0.7.
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Figure 4.10— Radiation, atmosphere temperature, wind intensitiydirection, cloud cover and humidity
during period 213 July 2015 to 27 July 2015)
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Figure 4.11— Comparison of the temperature between measuckdicnulated data from period 2 (13
to 27 July 2015) at point A

According to Figure 4.11 the results for 16 andJul show that the model reaches values above those
measured at 0.5 and 1.5 m depths and a correcetatape for the bottom depth of 2.5 m. For the &ited
period, this difference between measured and stedilzalues was only observed on these two dayss, Thu
may have occurred due to a discrepancy of metegicalbinputs because of the distance between the Or
station and the lake (22 km). Due to the high intgoure of meteorological conditiorig, loco measurement

is recommended.

Analysing the duration of stratification (Figurel2.and 4.13), it is possible to observe that theukited
behaviour in the model had a complete mixing ewen20 July, but in the measured temperature daga, t
mixing condition was partial. It is clearly notid#a that on 20 July the measured surface watenatigresent

a significant heating intensity as on other dagsfiouing with a daily maximum below 26°C. This lsurface
temperature behaviour happened due to lower salamsity (Figure 4.10). On 19 and 2dy, the maximum
daily radiation was 26% and 32% lower respectiviein the mean daily maximum of the period. Figui&4
shows that the model could represent this loweenstrface heating very well. Therefore, the disaney
for this mixing event on day 20 was the temperaatithe bottom. Figure 4.11 shows that the modsedhred
even higher values at the bottom depth than thesesuared. This difference started on 17 July, whiak the
hottest day of the period, with a maximum tempeeatd 35°C. This high temperature, associated avligh
wind intensity, which reached a maximum value ofi/$, caused the bottom to warm up. Section 4.212 wi
show, through water velocity measurements, thatlwétocity of 3.0 m/s can impact the entire veitprafile,
even with only one high hourly wind value. Therefahis high wind intensity on 17 July did not likeccur

at the lake. The following day (after 17 July)asification was again observed, although the bot{ara m)
remained slightly warmer in the model until the gdate mixing event on 20 July.

A mixing event repeated after 24 July; howevers ttondition remains for a longer period in measultz
and simulated results. The water presented cobiigviour at the surface and at 1.5 m depth, aatinge
behaviour at the bottom depth. This behaviour wasgnt in observed and simulated data. On 25dylgriod
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of wind intensity greater than 3.0 m/s began, w&ifeak of 6.0 m/s. This high wind intensity wasoaksed
with low radiation and decreased atmosphere terperarhese weather conditions resulted in a cample
and intense mixing condition. The model could repnt this condition very well.
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Figure 4.12— Temperature isocontours during simulation pefi¢@l3 July 2015 to 27 July 2015)
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Figure 4.13— Water temperature at point A during period 2 JaB 2015 to 27 July 2015)

Period 2 showed how complex the thermal dynamics sihall shallow lake are, with frequent mixing and
thermal stratification events. Period 2 also shotted the model was able to well represent thisadyin,
even with the uncertainty of the meteorologicabdaat were measured 22 km from the lake.

For period 314 July 2016 to 01 August 2016), the initial thairondition was set with a uniform temperature
of 22.7 °C for all grid elements. Figure 4.14 présethe meteorological inputs. Figure 4.15 showes th
simulated temperature. The results were fairly geiti all R2 higher than 0.7. The MAE indicator tire
surface and at 1.5 m presented values of 0.77 &8?@ slightly higher than previous simulationgisT
occurred as the simulated temperature peaks wghehthan the peaks measured for the first weeakeof
period. However, after the first week, the therraaiplitude was correctly simulated. The bottom depth
presented a better result (R2 of 0.89 and MAE 48 0C).
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during period 3 (14 July 2016 to 01 August 2016)
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In the first week of the period, the high-temperatualues at the shallowest depths were assoamthdin
increase in atmospheric temperature and low witehsity (less than 2 m/s).

Analysing the thermal stratification, its duratiand the timing of the mixing events, it is obserteakt the
model predicted the thermal behaviour of the pecimdectly, even with a higher amplitude at theibeing
of the period at the water surface (Figure 4.16).
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Figure 4.16- Stratification behaviour for measured (left) andwliated (right) for period 3 (14 July 2016 to
01August 2016)

For period 4 (19 September 2016 to 12 October 2@¥6)nitial thermal condition was set with a umifo
temperature of 20.5 °C for all grid elements. Theaorological values are presented Figure 4.17.

Temperature results for period 4 are presenteduré€ 4.18 with thermal behaviour in Figure 4.18s€rved
data and simulated results showed a cooling prodéssresult presented a MAE lower than 0.6 °CaiRd
higher than 0.98. Simulating this period, it wasgible to note that the model performed well irregpnting
a cooling process.
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Period 4 presented higher values of wind intengpecially after 05 October, in which observeddwin
intensities were higher than 3 m/s. Higher valdasind intensity associated with cold air temperatuesulted
in an almost uniform temperature in the verticalawaolumn (Figure 4.19).

With the results of the four simulated periodss itonclusive that the model reproduces the wataperature
accurately (Table 4.1). The Mean Absolute Errorg\@)lfor the temperature simulations were betwedn 0.
to 0.77 °C and R2 values between 0.53 to 0.99 ifeerdnt weather condition (summer and autumn). The
alternations between stratifications and mixingditons and their durations were well reproducedhsy
model. The analyses of simulations and monitoredltg indicate that the data of the Orly meteonaialg
station, located 22 km from the lake, reproducentkésorological condition of the lake well for tmest part.
However, some discrepancies may have affected @éhfermance of the model and on-site meteorological
monitoring would be necessary to confirm this hiyesis.

Table 4.1 —Results of the temperature simulations

Period Surface (0.5 m) Middle (1.5 m) Bottom (2.5 m)
MAE R2 MAE R2 MAE R2
(1) 23%to 30" June 2015 0.44 0.85 0.45 0.78 0.32 0.53
(2) 139to 27" July 2015 0.49 0.84 0.44 0.79 0.40 0.73
(3) 14" July to 0% Aug. 2016  0.77 0.74 0.63 0.71 0.48 0.89
(4) 19"to 12" Sept. 2016 0.55 0.98 0.59 0.98 0.53 0.99

4.2.2. Results of the velocity simulations

Water current velocities were measured froifi $8ptember 2016 to 10ctober 2016 (defined as period 4)
with an Acoustic Doppler current profiler (ADCP)hd velocity profiles were sampled every 3 minuted a
spread from 0.6 to 2.8 m depth near point B, withsmlution of 5 cm in the vertical direction ($ent3.2.1.5).

Hourly simulated values and the hourly average @isnred data are presented in Figure 4.22. Theuneglas
and simulated values are in the same range. Fg@fepresents the differences between the simuéatdd
measured values.

The model satisfactorily represented the time achvithe water current reaches the higher valuesitand
vertical distribution. The first week of October svthe period which presented the highest watercitglo
measured by the ADCP (maximum velocity of 0.038)misis could also be simulated by the model
(maximum velocity of 0.040 m/s). This period alsegented the highest wind intensity (Figure 4.3)hw
many episodes above 4.0 m/s.

On 29 October, the ADCP measured a water velootdsease that was not propagated along the entier wa
column. The velocity increase occurred up to 1.8apth. This event and the vertical profile coulsbabe
represented in the model. However, on 29 Octobasi@city increase was calculated by the model bag w
not measured by the ADCP. In this episode, the witehsity used in the model was close to 3 m/sreds
the real value at the lake was most likely smaller.

Analysing the vertical velocity profile with thetemsity of the wind (Figure 4.3), it is observeattiwind
intensity near 3 m/s has the potential to impaetehtire vertical profile. Between 24 and&fptember, only
one value of wind intensity was higher than 3.0.Mf8s was enough to impact the entire verticafilero
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Figure 4.21- Difference between simulated and measured tetatity profile near point B in Lake
Champs-sur-Marne

Additionally, spectral analyses were obtained fue teasured and simulated velocities. The fasti&our
transformation (FFT) was used to find the frequermyponents of the water velocity in time. FFTsduae
the average frequency content of a signal oveetttige time that the signal was acquired. FiguP2 4hows
the bi-log comparison between simulated and medstakies for the surface (0.5 m), middle (1.5 nmgj an
bottom (2.5 m) depths. Due to the same behavioarlog-log plot (Figure 4.22), it is noted that tnedel
could simulate the same frequency as the measafedss The 24-hour frequency presented the higheep
spectrum. For daily cycles (24 hours on the x a#i® model overestimates the power spectrum irpaoison

to the measurement signals for the surface depveMer, for the middle (1.5 m) and bottom (2.5 maptths,
the power was well captured.
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Figure 4.22— Power Spectra of simulated and measured totatwglprofile near point B in Lake Champs-
sur-Marne for surface (0.5m), middle (1.5) and@ot{(2.5 m) depths

According to Pannard et al. (2011), the lake iatdicated if the power spectrum at different depphesents
a different behaviour. For the studied lake, threehdepths have the same scales and temporabdigin,

thus the different depths have the same spectgair@i4.23). Therefore, it was noted that the lad@schot
have velocity stratification in terms of power fuscy. This was observed in measured and simwaleds.

As a result, the model could also represent thisbeur.
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Figure 4.23— Power spectra of simulated and measured totatiglprofiler near point B in Lake Champs-
sur-Marne for surface (0.5 m), middle (1.5 m) anttdm (2.5 m) depths

To reinforce this analysis of the vertical disttibn of water velocity, the average daily measuraldies of
the water velocities were analysed at the surfiawgdle, bottom and for the average vertical profigure
4.24 shows that for all three depths, as well ashie® average vertical profile the behaviour way w@milar.
The velocity behaviour presents a strong deteriginatoefficient with wind intensity for surface (R2.72)
and middle (R?= 0.76) depths and a moderate detatran coefficient (R? = 0.30) for the bottom (Tall.2).
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At the bottom depth (2.5 m), the behaviour waswell captured during the first week, in which wind
velocities presented lower values. However, duf@gjober, wind intensity and determination coeffitie
increased (R? = 0.58). Concerning the simulatedesl Figure 4.25 shows the average daily values. Th
surface velocities presented values slightly alibeeexpected values for winds velocities above €l ifihe
middle depth did not present a strong determinatmefficient with wind intensity, as expected (R8:39,
Table 4.2). However, Wu et al. (2013) concluded tha horizontal flow intensity was strongly coated
with wind speed with a value of R? = 0.43.
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Figure 4.24— Measured daily average water velocity for therage vertical profile, surface (0.5 m), middle
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Figure 4.25- Simulated daily average water velocities fordkierage vertical profile, surface (0.5 m),
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Table 4.2 “Water velocity determination coefficient for measiiand simulated values with wind

RZ
Depth Measured (°C) Simulated
Vertical profile 0.70 0.85
Surface (0.5 m) 0.72 0.95
Middle (1.5 m) 0.76 0.39
Bottom (2.5 m) 0.30 0.76
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The measurements and simulations show that th@tlydamics of Lake Champs-sur-Marne are very urestabl
and dynamic. The lake reacts rapidly and intengetgeteorological forcing. However, the three-digienal
hydrodynamic model was able to represent these leonhydrodynamics.

With the results, it is possible to conclude thhydrodynamic model is a tool which helps to battederstand
spatial water temperature distribution, water aurreand the spatial patterns of mixing events. €hes
conditions influence the behaviour of phytoplanktdaoms in small shallow lakes, due to the proadss
sedimentation, the resuspension and transporttaénts and water stratification.

On 03 October, a period of higher wind intensitd arater velocity began. According to thermal bebavi
and chlorophyll-a measurements (Figure 4.26), gkisod coincided with the beginning of a strongeitev
temperature reduction associated with a significactease in the phytoplankton biomass. Therefibris,
biomass increase may have been caused by a pbtaritiant resuspension caused by higher velotithe
bottom and/or by the change in interspecies corinetiess due to the temperature drop (Annex 8.1) etV

al. (2013)suggested a sediment resuspension in Lake Tailwirfmen depth less than 3.0 m) during an event
with a mean current horizontal velocity of 8.5 crafed a maximum of 12.2 cm/s, much higher than the
measured values at Lake Champs-sur-Marne, whigepted maximum values smaller than 1.5 cm/s (Figure
4.24). Concerning the hypothesis of a change arspecies competitiveness due to the temperatape tre
vertical profiles with BBE, measuring the concetitna for each algae group, unfortunately do notcinie
with these events, preventing the confirmatiorhig hypothesis.
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Figure 4.26— Temperature and total Chlorophyll-a during mamity period with ADCP, corresponding to
period 4

4.2.3. Phytoplankton biomass transport
simulation

This section presents the simulation results ferghriod of 23 June to 3®June 2015 (period 1), which
investigates the phytoplankton transport and thednce of the hydrodynamics on its spatial disttiin. The
simulation was performed using only the Delft3Dwimodel and the parameters (Table 3.6) of hydrohjna
simulation. Therefore, phytoplankton biomass wassmtered as a conservative tracer, with neithewtro
nor decay (section 3.5.2).

The time evolution of the tracer concentratiornatgurface layer with the original wind directismiotted at
4 points: A, C, D and at the large beach (Figugs33.The results are compared to the threshold finst
warning level of 10 pg Chl-a/L for bathing waters.
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At the beach, the tracer passed the thresholdbattdng warning one day after the beginning ofsiheulated
bloom. At point D, this threshold was passed twysdater. This result indicates that the hydrodyitarof a
shallow lake may result in heterogeneous behawouhe lake. Concerning tracer accumulation, Figu?&
shows that at point A and at the large beach, highlees were present by the end of the simulgienod.
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Figure 4.27—Tracer concentration over time for the simulatiagthweriginal wind direction

In the simulations with other wind directions, chargy the direction of the wind to western (wind dog
from the west) and northern (wind coming from tloeth), tracer concentrations were also higher attpbd
and at the large beach (western area of the lajwré-4.28). This is probably due to the impacthefisland,
which protects the eastern area in cases of windngpfrom the west or north.
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Figure 4.28—Map of the tracer concentrations ori"24nd 29 June at 10h a. m. for (a) standard direction,
(b) West wind (c) Northwind in the surface layer5(én)

These results illustrate how the modelling outcortdd be used to identify a better potential lmrafor
the beach and the importance of hydrodynamics and &ffects on the lake.

4.3. Coupled hydrodynamic and ecological simulation
4.3.1. Calibration Period

The simulation of the biomass in Lake Champs-surAdavas performed by coupling hydrodynamic (Delft-
3D Flow) and ecological modules (ECO). It focusedtioe time and spatial evolution of the cyanobaater
over two short summer periods with the purposevéduate the influence of hydrodynamics. The fiedested
period was in 2015. The monitored water temperatigoints A, B and C at 3 depths for 2015 areqmesl

in Figure 4.29A, Figure 4.30A and Figure 4.31, wttlhe chlorophyll-a fluorescence at 1.5 m depthttier
points A and B in Figure 4.29B and Figure 4.30Bpextively. Unfortunately, during 2015 at pointG@hl-a
was not measured.

According to previously established criteria (setB.5.3), the selected period to simulate andck the
coupled hydrodynamic and ecological models, wa® &8 to 27 July 2015 (a duration of two weeks). &wor
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overview of the selected period in relation to 20h&s period is highlighted by vertical black Isa Figure
4.29 to Figure 4.31, respectively for point A, Bla®.
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Figure 4.29— Water temperature and chlorophyll-a monitoringa@int A during 2015. The simulated period
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The water temperature and Chl-a variation for theikated period are presented in Figure 4.32 tar€ig.34,
for points A, B and C respectively. The verticaldk lines show when the vertical profile, measuvid BBE
fluorometer, were performed for 4 algal groups.
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Figure 4.32— Water temperature and chlorophyll-a for the catibraperiod (13 to 27 July 2015) at point A.
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Figure 4.33— Water temperature and chlorophyll-a for the catibraperiod (13 to 27 July 2015) at point B.
The black lines represent the dates of the venticailes with BBE fluorometer.
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Similar behaviour was noted for Chl-a measuredittp A and B (Figure 4.35), also observable indhity
box-plot presented in Figure 4.36. This homogerisiprobably because the points are located nehraher
and at points that have the same characteristitiseolake.
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Figure 4.35— Chlorophyll-a at point A and B for the calibratiperiod (13 to 27 July 2015)
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Figure 4.36— Daily Box-Plot of chlorophyll-a behaviour at poistand B for the calibration period (13 to
27 July 2015)

Despite high-frequency monitoring not taking placketerogeneous zones, it is believed that theeflektures
a complex spatial dynamic in relation to the phidogton biomass. Despite a different monitoring
methodology, this characteristic can be observeshinples taken near the large beach. Installingobtiee
high-frequency sensor points (or acquiring an @oititl Chl-a sensor) at this bathing zone is reconted to
capture more precisely the dynamic of the phytdgtam biomass and validate with greater assertien th
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heterogeneous spatial characteristic. Thereforgast recommended to add a monitoring point at dingel
beach using MPX and BBE devices to evaluate thetgsis of biomass accumulation in the large beach.

Under mixing conditions on 13 July, the beginnirfghe period, Chl-a fluorescence was approximafely
Mg/L, with a maximum value, close to 48/L at point A and 4Qug/L at point B, measured on 20 July.

In the same manner as thermal behaviour, Chl-adha@nce also displays a daily cycle pattern, s=idsed

in section 3.5. Some rapid increases in the tddakéscence were observed during water stratiGioator
example, on 18 July, the concentration grew fratm 84ug/L in less than 6 hours. This behaviour shows the
importance of high-frequency measurements, sinte slampling would not register such behaviour.

A strong thermal stratification lasted for 10 daysing the period evaluated here. The surface atidrin
temperature reached a difference of almost 4°C8oduly. The surface water temperature varies greatia
daily frequency, with a maximum amplitude of ne&8HC. The bottom temperature remains more stable. F
the ecological simulation, the hydrodynamic res{ptriod 2 — section 4.2.1) were used as input.

To set the species contribution to the total phigiokton biomass in the model, the Chl-a fluoreseenc
measured by the fixed fluorescence sensor wasverdied to be consistent with the Chl-a measurgdhe
spectrofluorometer (BBE). The values measured lila devices were strongly correlated?€B.95, n=25,
p<0.0001, section 4.1).

According to the spectrofluorometer vertical predilperformed during the calibration period, alsedut
evaluate and perform model calibration, the fracbbChl-a for each of the 4 phytoplankton grouppants

A and B are presented in Figure 4.37. The phytiptanassemblage changed over time with very similar
values between points. The initial concentratiorath phytoplankton is set in the model in unitg©fm3
and the mean values between the points were ubedtdichiometry for each group was used to cortvelrt

a into carbon (Table 3.9 - section 3.4.3). Howef@ra better understanding, the presentationeittity of
pgChl-a/L was standardized. According to period cte@de criteria, Cyanobacteria constituted an imgioirt
percentage, between 25 and 60% of the biomasg ithtbe profiles of the period.
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Figure 4.37— Fraction contribution of each algal group measuatggbint A and B for the calibration period
(13 to 27 July 2015)

In the simulation, nutrients were described byftiewing dissolved inorganic variables: AmmoniuNitrate
and Ortho-Phosphate concentrations. Dissolved argparticulate and inorganic matter forms wereteet
zero in initial conditions because they were nohittwed. Otherwise, according to Dupuis and Har9€3,
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dissolved inorganic forms are more readily avadatar assimilation over a short-term period, sushaa
duration of a month. Nutrient concentrations waggved from field measurements done on 15 JuhbZI
EAUX, 2015). Dissolved oxygen concentration is asetated variable of the biological model. Thédfie
values, used as initial conditions, are presemeable 4.3. The initial dissolved oxygen concdidrawas
obtained from the multi-parameter profile. As th&d is mixed at the beginning of the simulatiorifarm
initial concentrations were also adopted for theoldomain. This homogeneous condition could akso b
observed in other lakes in which nutrients coneditins showed no clear spatial differences (Barleosd.,
2018; Beghelli et al., 2016; Vilas et al., 2018).8stablish nutrient and chemical stratificatiooyenthan 200
days of thermal stratification are necessary (Bsailet al., 2018).

Table 4.3— Initial condition values used for the calibratiperiod (13 to 27 July 2015)

Variable Values
Dissolved Oxygen (g/& 10.0
Ammonium (gN/n3) 0.107
Nitrate (gN/n¥) 0.574
Ortho-Phosphate (gPfin 0.057
CyanobacteriaggChl-a/L) 2.04
Diatoms (ugChl-a /L) 0.15
Dinoflagellates |igChl-a /L) 1.45
Green algaeygChl-a /L) 1.36

The light extinction coefficient (Equation 44) wdefined based on irradiation data measured alangdfical
profile through PAR (Photosynthetically active m&@hn) using the Li-Cor equipment. According to the
procedure described (section 3.2.1.4), measurenmarts performed for 30 seconds at depth interviai)o
centimetres appart. The natural logarithm valueaatifve radiation are presented in Figure 4.38 \mace
measured for the closest day {(3une 2015) to the start of the simulation.
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Figure 4.38— Active radiation measured in vertical profile ori"3aune 2015

The median value of the active radiation for eagptld and the respective depth are presented Ipothts in
Figure 4.39. The attenuation of the radiation doigfiit was determined according to the Lambert-Basr
(Equation 44), corresponding to the angular coiefficof the linear curve. The value obtained wa8 QFigure
4.39). This value was used as a process paramdtes model.
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The performance indicators were calculated usiechtburly mean of the measured Chl-a data and tlieimo
results at 1.5 m depth. The vertical average dmutiins of each algal groups were used to calitabgee
groups competition. According to Deltares (2018g talibration can usually be restricted to jusewa
coefficients, such as the decomposition rate cotstathe nitrification rate constant and the algae
sedimentation and resuspension velocities. Duearrs nutrient database, the chosen calibratiofficieats
were the sedimentation and resuspension veloatieach algae group for the energy phenotype.

Using the default values (Table 3.10) and init@h@entration (Table 4.3), the concentration of &hlt point
Ais presented in Figure 4.40 (point B presentag senilar behaviour). The grey shaded area reptssbe
range of the hourly concentrations measured evemngtes. It is observed that the simulated Chiesg@nted
much higher values. The performance indicators wiefeof 0.41, MAE of 15.5ug/L and RE of 115%.
Concerning algae group competition, Figure 4.4wshthat cyanobacteria had a higher contributiom tha
measured in the two vertical profiles (22 and 2y)JThe MAE considering all phytoplankton groupasnof
20% on 22 July and 7% on 27 July.
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Figure 4.40- Simulated and measured Chl-a concentrationdahepth at point A using default
sedimentation values.
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Figure 4.41 — Fraction contribution of each algal group meaduwat point A for the calibration period (13 to
27 July 2015) using default sedimentation velositie

Setting the sedimentation velocity of cyanobactiria.5 m/day for the energy phenotype, the sinadl&thl-

a presented a reduction (Figure 4.42). The perfocmandicators MAE and RE showed an improvement
(MAE of 8.8 ug/L and RE of 65%) but the R2 decreased (R2 of)0.8@ncerning algae group competition
(Figure 4.43), the MAE of all phytoplankton groupntributions was of 11% on 22 July and 6% on 2y,Jul
presenting an improvement. The cyanobacteria gpoepented a decreased contribution in the twooasrti
profiles (22 and 27 July), as intended. Howeves,gleen algae contribution now presented valudsatbiae

too high, especially on 27 July, in which the siated values was 25%, while the measured was 13%s, Th
the sedimentation velocity of green algae was asxzd.
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Figure 4.42 — Simulated and measured Chl-a concentratiohbah depth at point A using using 0.50
m/day for cyanobacteria sedimentation velocities
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Figure 4.43— Fraction contribution of each algal group meaduat point A for the calibration period (13 to

27 July 2015) using 0.50 m/day for cyanobacteritansentation velocities.

To evaluate the behaviour of the biomass and cativesiess between species, two values of sedinientat
velocity were tested for the green algae grougstFarvalue of 0.75 m/day was tested. Figure s that
Chl-a presented a decrease at peak values, e$pdadleen 17 and 19 July. All performance indicato
showed an improvement (R? of 0.51, MAE of @@L and RE of 56%). Concerning algae group comipetit
(Figure 4.45), the MAE of all phytoplankton groupntributions was of 13% on 22 July and 8% on 2y.Jul
The green algae group presented a decrease irbetiain from 40% to 31% on 22 July and from 25 @4
on 27 July. This reduced contribution of green algssulted in an increased contribution by the cpanteria
group, which presented an increase from 48% to 68%2 July, and from 60% to 72 % on 27 July. Foeot
groups, the values did not present a significaahgke.
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Figure 4.44— Simulated and measured Chl-a concentrationdahXepth at point A using 0.50 m/day for
cyanobacteria sedimentation velocities and 0.7%ynfdr Green algae
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Figure 4.45— Fraction contribution of each algal group meaduat point A for the calibration period (13 to
27 July 2015) using 0.50 m/day for cyanobactertansentation velocities and 0.75 m/s for green algae

The second sedimentation velocity tested was ldaynfigure 4.46 shows that Chl-a had a betteisaujent

to the measured values. The performance indicaleosshowed an improvement (R? of 0.72, MAE of 7.5
po/L and RE of 55%). Concerning the resulted algaeig competition (Figure 4.47) and comparing with
green algae default sedimentation velocity (Figdtd3), green algae presented a strongly decrease
contribution from 40% to 19% on 22 July and fron%2% 17% on 27 July. However, the cyanobacteria
contribution increased significantly, with its cohtition increasing to 65% on 22 July and to 72%2@rduly.

For 22 July, the simulated cyanobacteria contrdyutvas much higher than the measured values, dulg7

it was closer. For 22 July, the MAE of all phytamitéon group contributions was 19% on 22 July arfzh @8

27 July. Thus, based on the Chl-a mathematicatatdis, in which R2 presented a better value aedatt
that the MAE of species contribution does not cleasignificatively, the sedimentation velocity 00 In/day
was chosen for the green algae group. Table 4vsstiee performance indicator in each simulation.
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Figure 4.46— Simulated and measured Chl-a concentrationdahepth at point A using 0.50 m/day for
cyanobacteria sedimentation velocities and 1.0 yrfolagreen algae
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Figure 4.47— Fraction contribution of each algal group meeduwat point A for the calibration period (13 to
27 July 2015) using 0.50 m/day for cyanobacterinsentation velocities and 1.0 m/day for green alga
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Table 4.4— Mathematical performance indicators for cougigdrodynamic calibration

Phytoplankton group Phenotype Sed|?r1ne/2;atlon R2 MAE (pg/L) RE (%)
. Energy 1.0
Diatoms P &S 15
Flagellates Energy 0.5
Energy 0.5
Green Nitrogen 1.0 0.41 15.5 115
Phosphorus 1.0
Energy 0.0
Bluegreen Cyanobacteria) Nitrogen 0.0
Phosphorus 0.0
. Energy 1.0
Diatoms P &S 15
Flagellates Energy 0.5
Energy 0.5
Green Nitrogen 1.0 0.32 8.8 0.65
Phosphorus 1.0
Energy 0.5
Bluegreen Cyanobacteria) Nitrogen 0.0
Phosphorus 0.0
. Energy 1.0
Diatoms P &S 15
Flagellates Energy 0.5
Energy 0.75
Green Nitrogen 1.0 0.51 7.6 0.56
Phosphorus 1.0
Energy 0.5
Bluegreen Cyanobacteria) Nitrogen 0.0
Phosphorus 0.0
. Energy 1.0
Diatoms P &S 15
Flagellates Energy 0.5
Energy 1.0
Green Nitrogen 1.0 0.72 7.5 0.55
Phosphorus 1.0
Energy 0.5
Bluegreen Cyanobacteria) Nitrogen 0.0
Phosphorus 0.0

Based on the Chl-a fluorescence values, measurk8 at depth at point A and point B, the model ahle
to represent the biomass behaviour. During thedixsdays (13 to 19 July), the values simulatethigymodel
remained at the top of the growth region. On 19,Jakt growth was measured and simulated. Themani
hourly concentration measured growth varied frond i8/L (05 h) to 49.Qug/L (19 h). The hourly simulated
value of 27.04ug/L (06 h) grew to 47.Qg/L (19 h). However, on 19 July, after this fastwth, the measured
values decresed to 21u§/L (14 h) and the model decrese to 38gAL and then to 30.Ag/L on 21 July (05
h) with a measured value with 2446/L on the same moment. From 20 to 27 July, thenb&s presented a
downward tendency, which the model also represeiftegddition to total biomass, the distributioncag
species was also compared in order to verify thatalgal succession. Even with some limitationalalg
succesion was well captured by the model, and ldeeagroup distribution presented a good indic&bor
calibrate the total biomass.

129



The isocontour map of the Chl-a simulated in théewaolumn at point A is presented in Figure 4148
noted that the highest concentration was betweeant821 July, with a slightly higher concentratiain
concentration.

Concerning dissolved oxygen concentration, Figu4® dhows the isocontour map, in which the higladues
correspond to moments of higher Chl-a concentratiae to algae oxygen production. From 13 to 20, &l
period of increased dissolved oxygen occurredsémee period as the higher increase of biomass.€getw8
and 19 July, a slight oxygen stratification wasestsed. This period also coincided with a slightrbéss
stratification. However, according to the vertipabfile performed on 22 July 2015, the simulateggen
stratification was much lower than the measured(&igure 4.50), especially at bottom depth, in whice
measured values were less than 2.0 mg/L and thdatid persisted near 15 mg/L. To improve the oryge
vertical distribution, the decomposition and mitigedion processes that provide oxygen consumpieed

to be improved. After 21 July, with the beginningaobiomass decrease, a decrease in dissolved oxyge
also observed, decreasing to the saturated value.

Chl-a (puglL)
50

Depth (m)

1 1
15/07/15 17/07/15 19/07/15 21/07/15 23/07/15 25/07/15 27/07/15
Date (dd/mmlyy)

Figure 4.48— Chlorophyll-a concentration during simulation frdi@ to 27 July 2015 at point A
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Figure 4.49- Dissolved Oxygen concentration during simulatiandrl3 to 27 July 2015 at point A
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Figure 4.50— Simulated and measured vertical Dissolved Oxygercentration on 22/07/2015 at point A

The evolution of the Nitrate, Ortho-Phosphate armdn#onium concentration in the water column are
presented in Figure 4.51 to Figure 4.53 respegtivgéhfortunately, due to poor nutrient informatighese
results could not be validated. Therefore, nopadcesses have been equally tested and calibtabeckever,
the absence of nitrate after 20 July demands aiteahd some consideration must be given.

Some cyanobacteria species (Aghanizomenon and Anabagrare N-fixer, meaning they can take up
nitrogen from the atmosphere as an additional gourhis source is included as a separate nutmetiia
model and is assumed to be infinite. This processtested, but the results could not be calibratieerefore

it was deactivated in the simulations.

Based on the active constraint of the optimisatiaael, represented by the phenotype (see secBd) 3the
decrease of the biomass in the model started dihe wissolved nitrate. The nitrate concentratiach the total
biomass concentration dropped dramatically on 20 ery low nitrate concentrations were also meadu
in other lakes (Zbigiski and Ziemiska-Stolarska, 2017; Beghelli et al., 2016). Rigiter the decrease of
nitrate concentration, phosphate concentration@esented a strong decrease.

Algae mortality produces detritus and inorganicaients via autolysis. Mineralisation of detritustive water
column and in the bottom sediment produces inocgauirients. Therefore, after 20 July, the avadahltrient
necessary to the simulated biomass persistencdueas autolysis and mineralisation. As the dissditrate
and phosphate concentration is limiting, the magh¢imisation procedure distributes the full reseurthus,
the nitrate, and in the sequence the phosphateparpletely assimilated and consumed, avoidingsotired
concentration value overbalance in the water colummhe model, in the case of a resource limitatibe
biomasses of the phytoplankton are set to a lewehech the resource is completely exhausted.
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Nitrate (NO® gN/m?)
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Date (dd/mmlyy)

Figure 4.51— Nitrate (NG gN/m3) concentration during simulation from 12 July 2015 at point A
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Figure 4.52— Ortho-Phosphate (P@P/m3) concentration during simulation from 12%July 2015 at
point A
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Ammonium (NH4 gN/m?)

Depth (m)
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Date (dd/mmlyy)

Figure 4.53— Ammonium (NH gN/m3) concentration during simulation from 120 July 2015 at point A

These simulation results show that the model ie #@ladequately reproduce observed Chl-a concemtrat
under a wide range of conditions. However, a litiatain the stratification behaviour of the cyanctasia
remains. The results also show that the nutrientecgeeds to be better investigated. However, thdein
pointed to the potential impacts of nitrate redusiin the biomass behaviour of algae behaviour.

The results of the simulation were evaluated reggrthe production of a biomass accumulation ondhge
beach, due to an increase in biomass and the hyiodc behaviour of the lake (as exposed in sedti2r3).
However, this was not observed. According to Figuib to Figure 4.59, a lower biomass concentration
the east side of the lake was simulated, as oldtamsection 4.2.3 using hydrodynamic simulation.

On 16 July, the model result did not present aisaggmt surface heterogeneity (Figure 4.54). Theuated
heterogeneity started on 19 July and persisted mwadently until 21 July. In the same period higherasured
and simulated Chl-a values were observed.
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Figure 4.54— Chlorophyll-a simulated on 16 July at 16 h
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Figure 4.55— Chlorophyll-a simulated on 19 July at 21 h
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Figure 4.56— Chlorophyll-a simulated on 20 July at 04 h
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Figure 4.57— Chlorophyll-a simulated on 20 July at 07 h
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Figure 4.58— Chlorophyll-a simulated on 21 July at 07 h
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Figure 4.59— Chlorophyll-a simulated on 23 July at 09h

The hydrodynamic simulations and the simulationptiog with ecological model pointed that the eades
of the lake presented a lower biomass concentratiwwing the period with stronger increase. Thuss it
recommended to install a monitoring point on thde of the lake (point D — Figure 3.26) to validébés
hypothesis.

4.3.2. Verification Period

The verification period was selected accordingh® $ame criteria as the calibration period, as aglihe
same time of year, but in 2016. The selected penteinds from 14 July to 01 August 2016 (18 ddyigjure
4.60 presents the temperature at 3 depths andttie€Chl-a at 1.5 m depth during 2016. Figure fqfssents
only the selected period and the dates of field pzgns. It represents the vertical profiles of &hl-
fluorescence from 4 algal groups measured throlgfs, Bvhich are represented by vertical black lines.
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Figure 4.60— Total Chlorophyll-a and temperature monitoringpgint A during 2016. The simulated period
corresponds to black vertical lines
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Figure 4.61— Temperature and Chlorophyll-a for the validat@mniod (14 July to 01 August 2016). Black
lines show when the vertical profile was performed

At the beginning of the period, in thermal mixingnditions, total Chl-a was approximatelyd/L. Thermal
stratification rapidly appeared on 15 July 2016widwer, total Chl-a started to increase just onekwater
and reached its maximum, approximately dg/L, on 25 July 2016, 10 days after the beginnifig o
stratification. The maximum Chl-a concentration (1gL) in this period is almost four times lowerathin
the calibration period of 2015 (45 pg/L).

The water quality model has a limitation for thécoation of the minimum biomass for each phytogtan
group. Therefore, the start of the ecological satiaoh was shifted to 18 July, when the biomass 2vds
pgChl-a/L, above the model minimum limit. Thus, iasvevaluated whether setting a uniform condition as
initial condition was still possible. The verticalgae group concentration, performed with BBE onJaly
2016, are presented in Figure 4.62 to Figure 4d@4points A, B and C respectively. According tese
figures, the observed vertical concentrations dopnesent a vertical stratification. It is also ewthat the
algae group contributions were uniformly distriilteetween the points (Figure 4.65). Thus, a uniform
condition of 2.4ugChl-a/L was set in the model, in which the appteldtive species distribution is presented
in Table 4.5.

Cyanobacteria represented about 85 % of the tdthad@uring the first week (14 July to 18 July).wiver,
during the last part of the period, green Algaedased and represented 80 % of the Chl-a on 280d1§.
The stoichiometry ratio for each group was usecbtovert Chl-a into carbon (section 3.4.3 in Tab#.3
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Figure 4.63— Vertical algae distribution measured on 18 2@¥6 at Point B
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Figure 4.65- Vertical contribution of each algal group meaduttaring the verification period (18 July
20016 to 01 August 2016)

Concerning dissolved oxygen, the initial conditieas obtained from the multi-parameter probe prsfilehe
vertical profile at point A, B and C, performed &8 July 2016, are presented in Figure 4.66. Ashhee
points presented a similar vertical profile, thetieal mean values between each point were setiaal i
condition, meaning that all points in the domaieganted the mean values presented in Figure 4.66.
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Figure 4.66— Dissolved oxygen concentration at point A, B @&dhe green line represents the mean
valued used as initial concentration in elementitefor the verification period (18 July 21016 tb August

2016)
Table 4.5— Initial condition values of the simulation in T2
Variable Values

Dissolved Oxygen (mg/L) 11.2t0 1.5
CyanobacteriaygChl-a/L) 1.96
Diatoms (ugChl-a/L) 0.07
Dinoflagellates jggChl-a/L) 0.27
Green algaepygChl-a/L) 0.1
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For 2016, a nutrient data analysis was not perfdriberefore, a sensitivity assessment was perfibbrased

on the minimum, mean and maximum values of thdenttdatabase (Table 4.6). The selected period snake
it possible to evaluate the advantage of a hydrachyo model coupled to an ecological model even when
some data are missing.

Table 4.6— Range of nutrients used in 2016 simulations

Elements Min Mean Max
Ammonium (gN/nd) 0.107 0.202 0.607
Nitrate (gN/nf) 0.138 0.202 0.574
Ortho-Phosphate (gPAn 0.057 0.129 0.213

The results of the simulated Chl-a concentratiemspared to the measured values at 1.5 m depthesenied
in Figure 4.67. The dark grey shaded area represkatrange of hourly concentrations measured tlzad
light grey shaded area represents the range ofdsiesimulated, varying according to the concentnabf
nutrients.
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Figure 4.67— Simulated and measured chlorophyll concentratibdstan depth at point A. The shaded dark
grey area represents the range of the hourly coratims measured, and the shaded light grey area
represents the limits of simulated biomass.

Regardless of the low availability of nutrient datlae model was able to well-represent the slownlbigs
increase during the first 6 days of the simulatexdiqul.

From 25 to 29 July, the simulated values were dégeinon the nutrients concentrations. Table 4.3qms
performance indicators for the simulations, acamydod the nutrient concentrations used.

Table 4.7— Simulation performance for the 2016 scenario

Nutrients RE R? MAE (ug/L)
Min* 65 % 0.41 2.50
Mean* 121 % 0.77 4.67
Max* 200 % 0.39 7.67

*Values on Table 4.6

On 18 and 28 July 2016, the main phytoplankton gsowere assessed in the water column through the
spectrofluorometer vertical profiles (BBE). Figy#8 presents the simulated and measured depthegaer
relative biomass with minimum nutrients concentmragi The model did not correctly predict the prdipor
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between each simulated group and the total biomggiesenting a limitation of the simulation. Howeuhe
biomass concentration was low, so this discrep@quantitatively less significant (Figure 4.61).

For a predictive application, such as an earlytagstem, knowing that the biomass will not inceeas
significantly over the next days, even during adibon of heating and stratification, could be awpbrtant
information for the lake manager.
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Figure 4.68— Average contribution of each algal group measaretisimulated in the validation period (18
July 2016 to 01 August 2016)

4.4. Lake Champs-sur-Marne conclusions and discussions

Hydrodynamics play an important role in cyanobaatieehaviour in lakes. Thermal stratification migguour
cyanobacteria growth due to optimal buoyancy camalt while mixing events may facilitate nutrieataase
from the sediment, allowing an increase in phytokian. Thus, the Delft3D-Flow model performance was
first assessed on Lake Champs-sur-Marne for wamepérature simulation using high-frequency dataako
four different simulated periods,?Ranged from 0.53 to 0.99, similar to results alediin others studies
(Missaghi and Hondzo, 2010; Zhao et al., 2013). iRstance, in Lake Yilong (Zhao et al., 2013), Rre
calculated with data from 15 field campaigns ranigetiveen 0.65 and 0.74.

The MAE values of water temperature obtained fokeL&hamps-sur-Marne were compared with values
obtained in a similar small and shallow lake, L&keéteil. A detailed analysis of Delft3D-Flow penfaance
was conducted by Soulignac et al. (2017). In sumtherMAE computed with high-frequency data ranged
between 0.34 and 0.62 °C. MAE values for Lake ohr@ps-sur-Marne ranged within the same magnitude,
between 0.32 and 0.77 °C for four period using tiighiuency data. The Period 1 (lasting 7 days, fa&th
June 2015 to 30June 2015, corresponding to 159 hourly valuesj)pge 2 (lasting 14 days, from %2 3uly to

27" July 2015, corresponding 342 hourly values), ge8dlasting 19 days, from T4uly 2016 to 0% August
2016, corresponding to 456 hourly values) and pediglasting 19 days, from 1%eptember 2016 to 12
October 2016, corresponding to 567 hourly valuesewsed to validated the model.

In our research, an important source of uncertaintghe hydrodynamic simulations comes from the
geographical distance (22 km) of the meteorologitath recording station. Though the main featufes o
meteorological forcing can be considered similavoth locations, some are expected to differ, eafigthe
hourly values for the wind (speed and directiohg telative humidity and cloud cover. Our reseambld
explain and discuss uncertainties that result @ti$ic discrepancies between measured and simudkatiedin
the lake, showing that a shallow lake has a higisibdity to external forcing, thusn loco meteorological
measurement is more recommended (section 4.2.1).
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Current flow, measured every three minutes throdQlEP with a resolution of 5 cm in the vertical ditien,
enabled an analysis of the influence of water ngi>xdn the vertical column, phytoplankton behaviod #me
influence of wind on a small and shallow lake.

One of the main features of flows in a lake is thaly contain a wide range of dynamically activalas. To

access the information of scale values, it is irtgrdrto carry out a spectral analysis of observebisiamulated

data (Mezemate, 2014). Through spectrum analysgspossible to acquire time-domain signals andsuee

the frequency content. Comparing the measured iamalaged spectral it is possible to evaluate thel@ho
performance.

According the results, the three-dimensional hygnadnic model could satisfactorily represent theetiat
which the water current reaches the higher values igs vertical distribution. Using a fast Fourier
transformation (FFT), it is noted that the modelldsimulate the same frequency behaviour for thasured
velocity values. According to Pannard et al. (20%h¥ lake has a stratification behaviour if thevpo
spectrum at different depths presents a differehtiour. The measurements and the simulation shatv
the lake does not have velocity stratificationwdis shown that, for all three depths and for thexaye vertical
profile the velocity behaviour was very similar garésented a strong correlation with wind intensityvhich
wind intensity of 3.0 m/s may impact the entiretioat column.

Li-Kun et al. (2017) used water temperature measants to validate a hydrodynamic model. In our ltesu
it was possible to note that a calibrated and a&ignodel to the thermal behaviour of the lakedaldo well
represent the current flow.

Regarding phytoplankton modelling, the performaoicéhe different models was harder to compare tigh
available literature. The heterogeneity of thedflirvey frequency, measuring devices and the ggtgéevel

of phytoplankton species make it particularly diffit to achieve quantitative comparisons. Nevees$s|
according to a broad analysis of the performangdgfoplankton models conducted by Shimoda, Arhisri
(2016) in the literature, simulations of total pdylankton have Rvalues ranging from 0.01 to 0.92, with a
median of 0.28, and relative errors (RE) rangirmmfrl2% to 141% with a median value of 39%. The
performance indicators of our simulations are waithie best part of the range, ahdR0.72 and a RE of 55%
for the calibration (2015) period and ahdR0.41 and RE of 65% for the verification peri@d{6) in the low
nutrient scenario.

The vertical average contributions of each algaligiwere also used to calibrate the algae grougpettions.
The sedimentation velocities for each algae groapewehanged to calibrate the model. The final vedsc
were in the same range as the literature and ttogalues presented in Yu et al., (2018), whichdu3@ to
1.2 m/day for Chlorella (green-algae) and in thegeaof algae sediment standard values which vinoes
0.1to 1.0 m/day (Brennen et al., 2018).

Among the many sources of uncertainty that cancatfee ecological model accuracy, the main concerns
identified were: (i) the uncertainty of the chlohgi-a field data; and (ii) the lack of reliable trient
measurements.

Chl-a is used as a proxy to assess phytoplanktundss. It can be measured with different typeenars.
Although based on the principle of specific exaitatat one or several specific wavelengths, thedpce
different values depending on the water charattesi§interference of colored dissolved organictargt the
algal species (different pigment contents), anddsgn of the measuring device. However, the sensay
an important role in field monitoring despite thigmitation and uncertainties (Silva, et at., 200&therine,
et al., 2012; McQuaid, et al., 2011).

Better availability of nutrient data is requireditagprove the modelling of phytoplankton successidrch is
shaped by the interplay between light, temperatarel nutrient limitation. Knowledge of the nutrient
concentrations would allow us to better calibraté galidate the parameters involved in the equatfonthe
mineralization and release processes, includingptlisd oxygen concentration. In the simulationsnfiuly
2015 and 2016, according to the model, the death¢he phytoplankton growth was caused by low
concentration of nitrates. No field data were alad# to confirm it. However, very low nitrate contration
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impacting phytoplankton growth was also verifiedbther lakes (Zbigiski and Ziemiska-Stolarska, 2017;
Beghelli et al., 2016). According to Kolzau et @014) concentration ratio below 18.5 for TN: TPigade
nitrogen limitation. A UV spectral photometer senf&w nitrogen and carbon measurements was acgbyred
the LEESU laboratory and wil be installed in thiedldn the near future. With this sensor, a reaktmesponse
will be possible. With high-frequency nutrient measments, calibration and validation of the paramset
involved in mineralization processes can be impdove

Ecological simulations were based on few nutri@moentrations. Notwithstanding, it could be seet the
model presented good results in modeling phytoptankncrease, decrease behaviour and the timinigeof
beginning of biomass growth was correctly represgnihe model is also a reliable tool for simulgtin
different scenarios, in cases where there arerirdtion gaps. A great advantage of the used mote inear
optimization method to determine biomass distrdoutiDespite some limitations and the difficulty in
collecting all required field data, this model seeim be a helpful tool for lake management andeterthine
specific monitoring points. With the objective ofaduating the spatial and temporal behaviour ofealg
biomass in the lake, the installation of a highgtrency sensor near to the large beach and on sheida of
the lake is recommended. To evaluate the vertiggiation, it is also recommended to install a seascsame
point at different depth, as near the surface.

Based on model results, it was noticed that thepteat and spatial biomass distribution is influeshdsy
advection forces. The water velocities and directi@lculated by Delft-3D influence the transport of
cyanobacterial biomass. It was possible to takeuatdge of using different modeling approaches (waitt
without coupling ecological module) to evaluate thensport features and spatial and temporal bismas
behaviour. Wu (2013, 2015) also pointed that hygnadhic and blooming behaviour leads to high spatial
temporal heterogeneity in a shallow lake. Ishikai®802) concluded that buoyant colonies accumulate
through large-scale horizontal hydrodynamic proees$Vang (2017), using ABM (Agent-based models),
observed that cyanobacteria biomass changes th&iiqn according to horizontal convection but stly
depended on buoyancy vertical migration processo/ding to the author, buoyancy regulation andicairt
turbulence due to wind are the two main factorsitiftluence the cyanobacteria migration in his cstsely.

The coupled models, also made it possible to etatha influence of hydrodynamics on spatial amapteral
distribution of phytoplankton biomass. This apptoaan also be used to improve specific monitoring
campaigns. Knowing where scum is likely to occud ascumulate may help in the challenge of obtaining
field data and study this phenomenon.

Due to the great variability of hydrodynamic belwawviin shallow urban lakes and external drivingcéay,
high-frequency monitoring coupled with a three-disienal model may help to achieve a system to catch
cyanobacterial bloom events and scum formationacklehigh-frequency monitoring and three-dimendiona
modelling corroborate for a clearer understandinghytoplankton and cyanobacteria concentrations.

Using high-frequency field data to demonstrate &gethange in hydrodynamic behaviour has the paieoti
influence cyanobacterial blooms presents a coraldierchallenge. However, using 3D modeling, caldua
for specific points, indicates that the lake hydtaimic is a process that affect spatial and tenhoanass
distribution in a shallow lake. Otherwise, using tlesult of modeling, suggestions could be donmpoove

the current monitoring locations to better elucd#he cyanobacteria behaviour. To complement field
observations, remote sensing images can also irapgh@/monitoring program, especially to evaluateldke
heterogeneity.
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5. LAKE PAMPULHA RESULTS

This fifth chapter will present the results for ttedy site of Lake Pampulha, located in Brazictiea 5.1

will present data treatment and analysis carrigdanlake Pampulha. Section 5.2 will present tsuits of

two methods applied to estimate the water temperatéi tributary inflows based on the available air
temperature data. Section 5.3 will present the dgyitamic results for the calibration period (18 sjayhe
validation period (11 days) and a third period dsnger validation period (88 days). Model perfonoa of
simulated periods was evaluated using hourly valBesed on the hourly measurements and simulation
results, these periods enable an analysis of difteexternal forces and the hydrodynamic behawbiine
lake. Section 5.4 will present conclusions andudisons.

5.1. Analysis and validation of measured data

The first data treatment carried out for Lake Paimpuaonsisted of discarding values measured deteaning
and maintenance events, in which the sensors wareved from the water.

The high-frequency measurements performed at st&i¢19° 51'5” south and 43° 58' 35" west) captured
water temperature and Chl-a fluorescence at tHa(0.5 m depth) at 30-minute time steps fronr ety
2015 to August 2018. The temperature was also medst 3 other depths (2.5 m, 5.5 m and 9.5 m) d8er
months (from February 2016 to August 2017) at 1rhiooe steps. Figure 5.1 presents the time seoiethé
monitored depths and Figure 5.2 presents an owergfethe time series for the period with temperatur
measurement at 0.5, 2.5, 5.5 and 9.5 m depth.
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Figure 5.1— Water temperature and chlorophyll-a, measurécke Pampulha at point P

2 ——o5m| |
L 25m| |
o 0 ———55m
S 28 by | 95m| |
g ikl
E ALl N
B ! A i R | E
g_| L | WV { 1
22 r o il WAty ‘ul‘& | ‘W‘ |
5 it iy
}; P T, ™Y LM “ |
g L Ll oap b ‘1MLM~‘ et
I I 1 I I 1 1 I I 1 I I 1 1
2002116 06/03/16 21/0316 05/04/16 20/04116 05/05/16 2000516 O4/06/16 19/06/16 04/07/16 19/07/16 O03I08/6 18/08/16 0200016  17/09/16 29/09/16
Date(dd/mm/yy)
14 T T T T T
12— —
10— B
= ]
e
A 6 =
g N
4 _
Py |
o I I 1 I I 1 1 I I 1 I I
200216 06/0316 21/0316 05/04116 20/0416 05/05/16 2000516 O4/06/6 19/06M6 O04/07/16 1900716 03I08M6 18/08M6 0200016  17/09/6 29/09/116
Date(dd/mm/yy)

Figure 5.2— Water temperature (Surface (0.5 m), 2.5 m, 5&th9.5 m depths) and Chlorophyll-a at
surface (0.5 m) measured in Lake Pampulha at st&tio
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Concerning surface water temperature, it is pasgibidentify two main cycles in the lake: an arroyale
and a daily cycle. On the annual cycle, higher matures (25 to 30 °C) are observed during the srmm
season (December to February) and lower tempesatli®eto 23 °C) during the winter (June to Augusty.
the daily cycle, the surface water temperaturesgagreatly with a maximum amplitude of nearly 3°C.

In relation to Chl-a fluorescence in the lake, tmain periods are identified: prior to Phoslock tmeant
(before March 2016) in which Chl-a values consigyeexceed Jug/L with peaks around 3@g/L, and during
Phoslock treatment (after March 2016) with Chl-luga mostly below pg/L.

Chl-a fluorescence appears to follow a monthly eyelith higher values at the beginning of the mamh
lower values at the end of the month. However, tharacteristic suffered interference from the sens
cleaning, especially during the period of highenraantrations. Chl-a fluorescence prior to Phostogktment
and during Phoslock treatment are respectivelygmtes! in Figure 5.3 and Figure 5.4. The sensontiga
events are represented by black vertical lines.

After a period of higher values, the sensor seenmadasure a systematic decrease in the valuedegtor
Immediately after the sensor cleaning, it registegher values again (Figure 5.3). This probablyggsmed
due to phytoplankton incrustation on the sensoririguthe period with Phoslock treatment, this bédav
was less preponderant (Figure 5.4). Due to thangtbias, the Chl-a measurements could not be T$ésl.
shows the great difficulty in high-frequency phygkton monitoring. More frequent maintenance melph
althoug this would increase costs.
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Figure 5.3— Chlorophyll-a measured in Lake Pampulha and semeaning events (vertical black lines)
prior to Phoslock treatment
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Figure 5.4— Chlorophyll-a measured in Lake Pampulha and semeaning events (vertical black lines)
during Phoslock treatment

5.2. Inflow water temperature

Inflow water temperature was measured during Aprd May 2013 in Ressaca and Sarandi tributarieagUs
these data two methods were applied to estimatimfllogv water temperature for the simulated penisihg
air temperature.

The result of the linear regression (Equation 5&ween hourly air temperature and hourly inflow avat
temperature is presented in Figure 5.5. Genenalfyer inflow temperature is colder in comparisoraio
temperature.

35 ‘ ; :
WT= 0.7197*AirTemp + 3.3665
R? = 0.8255
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Figure 5.5— Linear regression between air temperature ditairwater temperature. Red line represents
the 1:1 relationship between variables.

Equation

WT= 0.7197*AitTemp + 3.3665 59

Where:
WT = Water Temperature (°C)
AitTemp = Air Temperature (°C)
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Applying the MSSWF method to the two months of wagenperature monitoring (April and May 2013), the
fitted sine functions for daily water and air termrgdare are presented in Figure 5.6 and Figuregsgectively.
The respective equations are presented in Equafida Equation 63.
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Twmax = 22.65 + 4.50 * sin (0.209 * t) Equ6aélon

Twmin = 15.23 + 3.00 * sin (0.209 * t) Equ6a1tlon

T imax = 25.55 + 4.90 * sin (0.209 * £) =auation

T ymin = 16.47 + 4.25 * sin (0.209 * t) EqUGa?f'O”

The linear correlation between the differences betwthe daily maximum and minimum water temperature

and the maximum and minimum air temperatures asegmted in Equation 64 (R? = 0.76) and Equation 65
(R2=0.77).

DiffTymax = 0.77 * Dif fT gpax — 0.0015 Equﬁa;uon
DiffTwmax = 0.83 * Dif fT gmax + 0.0009 Equ6a5tlon

The measured and estimated time series using tI8NFSand linear regression are presented in Fig8re 5

The generated water temperature hourly time sengng linear regression and the MSSWF method, were
compared to the measured hourly time series. Thhematical indicators for each method are presented
Table 5.1. Compared to MSSWF, linear regressiosgnted better values for all indicators. Thus,ther
simulations, linear regression was used to estithad@ourly inflow water temperature.
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Figure 5.8— Hourly inflow water temperature generated udiimgar regression and the MSSWF method
and observed inflow water temperature during Agmidl May 2013

Table 5.1- Mathematical indicators for the hourly water parature estimation methods.

Method Indicators Values
MAE (°C) 1.05
Linear Regression R2 0.82
NSE 0.82
MAE (°C) 2.26
MSSWF R2 0.75
NSE 0.56
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5.3. Hydrodynamic Simulations

5.3.1. Calibration period

For the calibration period, from #6viay to 03! June 2016, a period of 18 days (n=440), the DeHERBw
model was run. This period was selected becausastthe first monitored period with mixing and thet
stratification conditions. The water temperatureswaeasured during this period at four depths &bst#,
which has a maximum depth of 10 m, is plotted guFé 5.9.

The period started with a mixed thermal conditidralbout 22.9 °C. This temperature value was s¢heas
initial temperature condition for the lake simutetifor all grid elements. Over the following dajise lake
presented stratification with warming in the figsb meters of the water column. Another mixing eweas
detected on 26May of 22.6 °C. After 26 May, the deeper sensor (9.5 m) showed a coolirajnobst 1° C
while the surface sensor revealed daily warminghesveThis second stratification period lasted thaiags,
ending with a mixing event on 29May of 22.1 °C. During the whole period, the maximtemperature
difference between the surface and bottom was (28" May at 15:00).
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Figure 5.9— Water temperature (°C) measured at point PQ.5r2.5, 5.5 and 9.5 m depth during the first
simulated period (I6May to 03¢ June 2016)

Wind factor values were tested for a range from 40§her to 40% lower than measured values, varking
20% for each scenario. The measurements of radjadio temperature, wind intensity and directicloud
cover and humidity from a meteorology station aber calibration period are presented in Figure 5.10
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Figure 5.10— Radiation, air temperature, wind intensity aimdation, cloud cover and humidity measured
at a meteorology station during the calibratiorigue(16" May to 03¢ June 2016)
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Measured and simulated temperatures at the suf@agen), 2.5, 5.5 and 9.5 m depths, with differeirid
factors are presented in Figure 5.Ear all depths, the lower the wind factor, the duetthe adjustment between
measured and simulated values (Table 5.2 and Figt&). At the surface, the simulated values prieskea
higher amplitude variation compared to measuredeslFor the 2.5, 5.5 and 9.5 m depths, a systeeratir
present in all simulations was discovered aftef' Rfay, in which the simulations calculated colder
temperatures values than measured. Thereforesitle@ded to evaluate other parameters to cofescgtror
using the measured wind intensity values.
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Figure 5.11— Measured and simulated temperatures with diftarend intensity factors for the calibration
period (16" May to 03 June 2016)

152



Table 5.2— Mathematical indicators for temperature witHeatiént values of attenuation of the wind

intensity
Depth (m) Indicators 140% 120% 100% 80% 60%
MAE (°C) 0.53 0.44 0.39 0.36 0.37
0.5 RE (%) 2.29 1.9 1.67 1.56 1.57
R2 0.76 0.76 0.77 0.76 0.73
MAE (°C) 0.43 0.38 0.33 0.28 0.22
2.5 RE (%) 1.90 1.66 1.45 1.24 0.99
R2 0.81 0.82 0.84 0.83 0.85
MAE (°C) 0.40 0.34 0.29 0.23 0.17
55 RE (%) 1.77 1.50 1.27 1.00 0.77
Rz 0.89 0.88 0.93 0.94 0.95
MAE (°C) 0.46 0.40 0.35 0.29 0.24
9.5 RE (%) 2.05 1.81 1.55 1.30 1.07
R2 0.89 0.89 0.89 0.89 0.89
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Figure 5.12— Mean average error (MAE), Relative Error (RE) &% for wind factor calibration

Dalton and Stanton coefficient values were caldgadbcusing on the heat exchange between wateaiand
Initial values were set with default values (Dal@md Stanton equal to 0.0013). The simulated andag
were higher than measured (Figure 5.11). This mtatsthe heating exchange between water and &r wa
lower than simulated by the model. Setting wingbsity equal to measured values (wind intensityofac
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equal to 100%), the Dalton and Stanton coefficiemése changed separately. A decrease of the Stanton
coefficient to 0.0007 (almost 50% lower) did nosuk in significant changes (maximum temperature
decreased less than 0.1 °C). Thus, the defauléw#l0.0013 was chosen. Meanwhile, the resulthianging

the Dalton coefficient were more significant. Whiatreasing Dalton coefficient, water surface temijpee
presented a lower thermal amplitude at the sudadeat the other depths, for which the adjustmeats also
better. Figure 5.13 shows the comparison of siredlabhd measured values using Dalton coefficieniagabf
0.0013, 0.0010 and 0.0007.

Table5.3 shows the mathematical indicators. For the MAE, ithprovement using the value of 0.0007 was
0.09, 0.18, 0.16 and 0.18 °C respectively at thtase (0.5), 2.5, 5.5 and 9.5 m depths. For the tRE&,
improvement was 0.38%, 0.79%, 0.69% and 0.80%RFahe indicator does not present a significaangie
(decreasing by 0.04 at the surface and increagim@ @i at 5.5 and 9.5 m depth). Even with the iatdic
values not presenting very different values fror simulation, the systematic error (to colder sated
temperature for deeper depth) was improved (Fi§Ur8).

Water surface cooling was less intense for lowdtddacoefficients (less heat exchange with the afhere
during nights), as shown in Figure 5.13. The swfaater temperature remaining warmer (in comparison
the simulation with the default Dalton coefficieat$o resulted in warmer temperatures at greafghgeAs
the better adjustment was with the value of 0.0f@@the Dalton coefficient (

Table5.3), this value was chosen.
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Figure 5.13— Measured and simulated temperature with 100%suned wind intensity and different Dalton
coefficients for the calibration periq@i6" May to 03¢ June 2016)

Table 5.3— Mathematical indicators for temperature wittetént values of Dalton coefficient

. Dalton
Depth (m) Indicators 0.0013 0.0010 0.0007

MAE (°C) 0.39 032 0.30
05 RE (%) 1.68 1.37 1.30
R? 0.77 0.76 0.73
MAE (°C) 0.33 0.22 0.15
25 RE (%) 1.42 0.94 0.63
R? 0.84 0.84 0.84
MAE (°C) 0.29 0.20 0.13
55 RE (%) 1.24 0.85 0.55
R? 0.93 0.94 0.93
MAE (°C) 0.35 0.23 0.16
9.5 RE (%) 1.50 1.01 0.70
R? 0.89 0.90 0.90
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Other parameters analysed in the calibration wac&dround horizontal eddy viscosityy( - [m?/s] - Equation
33) and diffusivity Dy [m?#/s] - Equation 34). Figure 5.14 presents meaasand simulated temperatures for
the surface (0.5), 2.5, 5.5 and 9.5 m depths aliteTa4 presents the mathematical indicators etedui@r
background horizontal eddy viscosity and diffusiwilues (0.025 and 0.0025#s).
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Figure 5.14— Measured and simulated temperature with 0.08%0a0025 r¥s for background horizontal
eddy viscosity and diffusivity
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Table 5.4— Mathematical indicators for lake temperature vagyirackground eddy viscosity and diffusivity
values

Background Eddy viscosity and diffusivity

Depth (m) Indicators 0.025 (ntls) 0.0025 (i#s)

MAE (°C) 0.30 0.30

0.5 RE (%) 1.30 1.30
R? 0.73 0.75

MAE (°C) 0.15 0.16

25 RE (%) 0.63 0.69
R? 0.84 0.83

MAE (°C) 0.13 0.12

5.5 RE (%) 0.55 0.50
R? 0.93 0.95

MAE (°C) 0.16 0.16

9.5 RE (%) 0.70 0.70
R? 0.90 0.88

According to Table 5.4, the changes were not vigwificant (0.01 °C for the MAE, 0.05 % for the RIAd
0.02 for R?), thushe value of 0.025 m?/s was chosen.

A calibration round was also performed considethng water tributary flow. A rating curve was evdadh
based only on the dry period simulations and meabualues. However, no different values were obthin

The Z-grid option was also used to compare the hpatformance and the influence of the grid typsing
the Z-grid option, a non-homogenous vertical distiion was necessary to provide more active laiyetise
lake upstream region, avoiding numerical instabsitdue to inflows during the simulations. The tyel
thickness of the vertical layer determine the deptthwhich the model prints the results. The démtieach
layer is computed in the middle of each verticalhetnt, therefore, the results for each type of meste
interpolated to the corresponded measuring depth.

The mathematical indicators using the Z-grid (Tdabt were also good however, a slightly worseeeigtly
in surface (0.5 m) and 2.5 m for RE and MAE. Attbot depth (9.5 m), using Z-grid the simulated value
presented slightly warmer values aftei" 2ay.

Table 5.5 -Mathematical indicators for lake temperature uglrgyid option

: Grid option
Depth (m) Indicators o-grid Z-grid
MAE (°C) 0.30 0.40
0.5 RE (%) 1.30 1.68
R2 0.73 0.72
MAE (°C) 0.15 0.18
2.5 RE (%) 0.64 0.77
R2 0.84 0.86
MAE (°C) 0.13 0.08
55 RE (%) 0.56 0.34
R2 0.93 0.95
MAE (°C) 0.16 0.16
9.5 RE (%) 0.70 0.72
R2 0.90 0.90
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Figure 5.15 —Measured and simulated temperatures at point Bdrce (0.5), 2.5, 5.5 and 9.5 m depths

for the calibration period simulated with Sigma ahgrid.

The final set of parameter values are shown in&abb. The time series of simulated water tempegaiti
the four depths for the best parameter set areeipies in Figure 5.16. Figure 5.17 shows a comparaso

measured and simulated values. The red line remeagerfect adjustment between measured andagedul
temperatures.

The model could accurately represent the main e\ad measured characteristics: (i) the daily Soade for
surface warming; (ii) the cooling at the bottom28{ May; (iii) the mixing conditions on2and 26' May
and partially the mixing event on 2®May, in which the differences between the surface bottom
temperature were 0.07 and 0.15 °C respectivelthbomeasured and simulated values.
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Table 5.6 —Set of parameter values for hydrodynamic simulaitiolbake Pampulha

Parameter Value
Secchi (m) 0.3 (measured)
Wind Factor 1.0 (calibrated)
Background Horizontal Eddy Viscosity (m?/s) 0.02&l{prated)
Background Horizontal Eddy Diffusivity (m?/s) 0.0R&librated)
Dalton 0.0007 (calibrated)
Stanton 0.0013 (default)
Wind Drag 0.00063 (default)
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Figure 5.16— Water temperature simulated at poinaPsurface (0.5), 2.5, 5.5 and 9.5 m depths for th
calibration period16" May to 03¢ June 2016) with a wind intensity factor of 1009Qalton coefficient of
0.0007 and 0.025 #s for background horizontal eddy viscosity andudifvity
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Figure 5.17— Comparison of measured and simulated water texfype at point P1 at surface (0.5),
2.5, 5.5 and 9.5 m depths for the calibration gkeriRed line represents a perfect adjustment.
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5.3.2. Validation period

The water temperature time series at four deptegtion R, which has a maximum depth of 10 m, is plotted
for the validation period, from 29May to 14" June 2016, a period of 16 days (n = 388), in Eidui8.
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Figure 5.18 -Water temperature (°C) measured at poirfoP0.5, 2.5, 5.5 and 9.5 m depth during validatio
period simulated (29June to 1% June 2016)

The period started with a mixed thermal conditibmlmout 22.2 °C. Over the first five days it wasetved
almost a daily stratification and mixing conditialternation.

On 039 June, the water temperature column was mixed dr@arD °C. Then, four hours later, at 09:00 the
lake started a stratification with strong coolindg& and 9.5 m depth. At 9.5 m depth, the wateperature
presented a decrease of almost 2°C over 4 houEs5Anh depth, the decrease was 0.8 °C over 12 .hours

After this cooling on 03 June, the water at 5.5 m depth remained withatively constant temperature of
21.5 °C for the whole period. In contrast, heatas observed at 9.5m depth at a constant rat®8¥®.per
day. At 2.5 m depth, the temperature remained aahshtil 07" June when it began to increase. At the surface
(0.5 m), water warming started on"03une, presenting a daily heating and cooling cigrlaimost the whole
period. The meteorological inputs during the pesimdulated are presented in Figure 5.19.
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Figure 5.19 -Radiation, air temperature, wind velocity and dit, cloud cover and humidity measured at
the meteorology station during the validation pgésamulated (29 May to 14" June 2016)

For the validation period, the Delft3D-Flow modedsvun using the same parameters and criterialiebiadh
through the calibration period (Table 5.6).

For all depths, the MAE and RE between the measamddsimulated values were quite good (Table 5d7 an
Figure 5.20), with maximum values of 0.45 °C artd 26, respectively. The’Ranged from 0.41 to 0.81, also
considered as a good result. According the matheaha&tdicators, the model performance can be camsd
validated.

The validation period in 2016 started ori"2@ay with a uniform water temperature of 22.2°C eOthe first
five days it was observed almost a daily stratifamaand mixing condition alternation. Accordingybie 5.24,
on 30" May the difference between surface and bottom ézatpre was 0.35 °C for measured values and 0.07
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°C for simulated values. On8May, this difference was 0.53 and 0.31 °C, otidline it was 0.77 and 0.44
°C and 02 June 0.11 and 0.46 °C, respectively for measurddianulated values. According to Figure 5.20,
the model could represent the cooling event aaBb9.5 m depth on 03June. Until 08 June, comparing
with the measured values, the simulated water seiffsesented a good adjustment, however, afted#tes
the simulated values presented higher amplitudie \eiter low values. This discrepancy resulted ighler
differences between surface and bottom simulatgeérwamperature (Figure 5.21). Figure 5.22 shows th
temperature dynamic by simulation. According touf&gg5.22, the model could detect the water coading
039 June and the subsequent water warming at 5.5.&rtepths. Figure 5.23 shows the scatter plotsemtw
measured and simulated temperature for the fousuned depths, and Figure 5.26 shows the scatter gflo

the water temperature difference between surfacebattom layers, both of them show that the model
performed well.
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Figure 5.20 -Measured and simulated water temperature for theat@mn period (29 May to 14" June
2016) at surface (0.5 m), 2.5 m, 5.5 m and 9.5 ptige
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Figure 5.21 -Difference of surface (0.5) and bottom (9.5) forasirement and simulated temperatures for
the validation period from 29May to 14" June 2016 at P1 station. Blue dashed line repieaemixing
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Figure 5.22 -Water temperature (°C) simulated at pointd? 0.5, 2.5, 5.5 and 9.5 m depth during
validation period (28 May to 14" June 2016).
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Table 5.7— Mathematical indicators for the validation pdri@9" May to 14" June 2016).

Depth (m) Indicators Validation Period
MAE (°C) 0.34
Surface (0.5) RE (%) 151
R? 0.63
MAE (°C) 0.23
2.5 RE (%) 1.04
R? 0.41
MAE (°C) 0.12
5.5 RE (%) 0.5€
R? 0.8C
MAE (°C) 0.20
Bottom (9.5) RE (%) 0.9t
R? 0.81
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Figure 5.23— Measured and simulated temperature at paiat Burface (0.5 m), 2.5 m,5.5mand 9.5 m
depths for the validation period (28ay to 14" June 2016). The red line represents the 1:1 oalstip.
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Figure 5.24— Measured and simulated difference temperaturesdegtwurface and bottom at point P1 for
the validation period simulated (28ay to 14" June 2016). The red line represents the 1:1 oelsttip.

On 039 June 2016, the water temperature presented aystrdecreased. Due to the high specific heat conten
of water, a strong variation was not expected, éeshwith an exclusively variation in the deepager. The
model was used as a tool to better understand echedl be the reason for such specific cooling presk
only below 5.5 m and more intense at 9.5 m depth.

On 03¢ June, increased inflow (Figure 5.25) was notedthi simulation, even with higher inflow, the
simulated water level variations at station P1 wess than 12 cm during the passage of the higliemi.

According to the computed water inflow temperatiifigure 5.26), the tributary water, just before weter
cooling, presented a lower temperature (16.1 °@) #merefore, a higher density, compared to the lak
temperature (uniform at 22 °C). This colder inflemtered the reservoir during the previous 24 hotiashigh
discharge event of the tributaries. The model ssiggiat the propagation of the inflow water off 08ne
occurred through the bottom of the lake. This behavis quite consistent; however, the inflow water
temperature was not measured to prove this hypistiidgerefore, to evaluate the influence of thiinfwater
temperature, the period was also simulated consgl¢ne water inflow at a constant temperature 252
which corresponds to the mixing water temperatarénhe lake on June 03In this simulation, the sharp
temperature decrease did not occur at 5.5 m negthére bottom (9.5 m) depths. Figure 5.27 shows th
comparison for the measured and simulated valuesdlifferent inflow water temperatures (variatingdan
constant).

165



50 -

Ressaca and Sarandi
Agua Funda

Braunas

— AABB

Olhos DAgua

Tijuco

Mergulhdo

45 |

N
o
T

w
()]
T

w
o
T

Water Inflow (m?3/s)
N N
o (&)}
T T

-
()]
I

-
o
T

5 L

RERVEVEval o | el VoW unaaVimsen Vi Vil
28/05/16 30/05/16 01/06/16 03/06/16 05/06/16 07/06/16 09/06/16 11/06/16 13/06/16 15/06/16
Date(dd/mm/yy)

Figure 5.25- Tributaries inflow from 29 May to 14" June 2016.

26 T T T T T T
Inflow Water Temperature
Lake Surface Temperature
— — — Lake bottom Temperature
24 — -
22 — - _
—~ \
S \ O D O
g it
=20 -
Q
a
=
2
5
§ 18 —
3
5]
E
16 -
14 —
12 | | | 1 1 |
03/06/16 05/06/16 07/06/16 09/06/16 11/06/16 13/06/16 15/06/16

Date(dd/mm/yy)
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Figure 5.27—Measured and simulated water temperature at peiat the surface (0.5 m), 2.5 m, 5.5 m, 9.5
m depths for the validation period simulated{®8ay to 14" June 2016)

A longitudinal profile was defined in the grid (kige 5.28) to evaluate the current propagation iaant
with colder inflow water temperature. The eventwdgolder inflow water occurred on®3une 2016 at 15:00,
when the inflow water was 16.1 °C and the lake miased at 22 °C. The water temperature, velocity and
density are shown in Figure 5.29 to Figure 5.33.
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Figure 5.28- Longitudinal profile of the lake grid in red

The inflow water sank to deeper layers of the liaka section of morphology change, 1500 m far fitben
inflow channel (Figure 5.29 and Figure 5.30). Tot@ltvelocity exceeded 10 cm/s. Even after almo602m
from the inflow section, the current in the bottayer was still noticeable at depths greater tHam1lin the

deeper part of the lake.
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Figure 5.32 —Velocity behaviour during inflow water peak (®#3une 2016 15h) at the surface
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To analyse the impact of the stream inflow in @leslthermal stratification, Schmidt stability indexd Lake
number were computed using Lake Analyzer (Read €2@11). Schmidt Stability represents the resista
to mechanical mixing (ldso, 1973), meaning the gyneequired to completely mix a stratified lake dhd

Lake Number, defined by Imberger and PattersonQ(1 99 the ratio of the strength of stratificati@chmidt

Stability) to the effect of the wind stress.

For the period, Schmidt stability shows a pattardady-night oscillations (Figure 5.34), inducedimy heating
and cooling alternation period, corresponding todame pattern of the water temperature differbat@een
surface and bottom (Figure 5.35). However, jusbigethe cooling of the bottom depth orf“QRine it was
observed a mixing condition that strongly redudetialue of Schmidt Stability index. This mixingneclition
reduced the daily variation on'®3une, changing the pattern, showing a smalleritudpl Before the mixing
event, the daily variation was around 14 J/mz2, 8 June it reduced to 4 J/m2. Figure 5.34 also shbats
the model could represent this Schmidt stabilitpaipic. However, after §5June, a weaker agreement
between measurements and simulated results (F&g269, led to higher differences between surfaak an
bottom depth (Figure 5.35), directly impacting 8ehmidt stability index computed from simulatedutes

Lake number below 1 means that the lake stratifindas weak with respect to wind stress and the hakl
probably mix. According Figure 5.34 and Figure 5.86& Lake Number peaks were coincident with the
Schmidt Stability peaks for measured and simulesdaes. The water inflow during 9znd 04 June resulted

in the cooling of the bottom of the lake. Orf"Qfune, after the cooling of the bottom depth, liserved a
greater difference of water temperature betweelaceiiand bottom, which increased the Lake Numbakgpe
to values higher than 600 J/m2. Thus, the streflownmpacted the lake stratification strength ainel three-
dimensional model could represent this dynamic.
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Figure 5.34 —Schmidt stability variation during the validatioaripd (29' May to 14" June 2016) at point
P1.
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Figure 5.36 —Lake number variation during the validation per{@é" May to 14" June 2016) at point P1.

5.3.3. Longer validation period
With the same parameters used in the calibratiohvafidation periods, a third period was simulafieon

15" May 2015 to 10 August 2015 (n= 2107). For thisqmkronly surface temperature was measured (Figure
5.37). This simulation had the purpose of evalggtite performance of the model for a longer period.

The inflow water and meteorological inputs are ernésd in Figure 5.38 and Figure 5.39. During tleisqu,
just on 29' May 2015 an inflow water peak was noticed of 283s.
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Figure 5.38 —-Water surface temperature measurements durindpitidesimulated period.
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Figure 5.39 —Radiation, air temperature, wind velocity and dilat, cloud cover and humidity measured at
the meteorology station during the third simulgtedod.

The simulation results and data measurements dthim@eriod are presented in Figure 5.40. To adbess
performance of the hydrodynamic model, the wateiasa temperature measurements were used.

For a better view of the comparison between medsame simulated results, the figure was split thiee
graphs. The hourly measured and simulated tempega{n=2107) is presented in Figure 5.41. Even with
slightly warmer simulated water temperature, theBVvi¥etween the measured and simulated values were ve
good (0.46 °C), theRwvas quite good (0.54) and the RE also presentgdgemd value (2.12 %).
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Figure 5.40— Measured and simulated temperature, @tRurface (0.5 m) depth fromf®ay 2015 to 19
August 2015.
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Figure 5.41—- Hourly measured and simulated water temperatued at 0.5 depth from 3viay 2015 to
10" August 2015.

5.4. Lake Pampulha conclusion and discussion

A literature review of 15 years (from 2000 to 2Q1&grried out by Meinson et al. (2016), showed thate

than two-thirds of the studies that used high-feggry monitoring in lakes were carried out in nomthe
temperate zone, either in North America or in Eerophe authors also showed that water temperatase w
the most common measured parameter, because sériser reasonable price and low maintenance and the
most important, because water temperature is araitmg factor of biological, ecological and chemlic
processes (MEINSON et al., 2016).

Very few modelling attempts have been performedroall and shallow lakes, and quantitative compasgso
of modelling based on high-frequency data are @3y scarce (Shimoda, Arhonditsis, 2016). Urbamesak
have been less studied than non-urban ones andkmmndedge about them is required (Birch and Mc@ask
1999a; Gong et al., 2016; Soulignac et al., 2017).

Due to the complex hydrodynamic behaviour of lakesh high heterogeneity in space and time, three-
dimensional models play an important role in battederstanding all processes involved (Gong e2all;
Soulignac et al., 2017, 2018; Zhiski and Ziemiska-Stolarska, 2017). Three-dimensional models twelp
understand and predict lake ecosystem behaviouesponse to external pressures, like climate fgrcin
nutrient loading, and pollutant input (Chanudedlet2012; Evelyn Aparicio Medrano et al., 2013).

In this research, a three-dimensional hydrodynamaxdel, Delft3D-FLOW, was implemented in Lake
Pampulha, a shallow urban tropical lake. It wassjbs to perform a rare analysis using high-freqyen
measurement data and a three-dimensional hydrodgnawwdel using Delft3D-FLOW. For all simulated
period, the model performance was evaluated baskdurly values.

For the first simulated period, the model was catisd by comparing measured and simulated resiutteo
water temperature for 440 hourly values'{May to 03 June 2016). The agreement between the modelled
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and observed temperatures was quite good. Therégalts presented, for surface (0.5 m), 2.5 mpband
9.5 m depths respectively: a Mean Absolute ErroABEYlof 0.30 °C, 0.15 °C, 0.13 °C and 0.16 °C; amoRE
1.30% 0.64%, 0.56% and 0.70%; and an R2 of 0.83, 0.93 and 0.90. The model could accurately cipre
the alternation of stratification and mixing comatiis along the period.

For the second simulated period (fronf'28ay to 14" June 2016 with 388 hourly values for each deptie),
calibration was verified and the agreement betwhemmodelled and observed temperatures was alg® qui
good. The results presented, for the surface (Q,22r68 m, 5.5 m and 9.5 m depths respectively: arMe
Absolute Error (MAE) of 0.34 °C, 0.23 °C, 0.12 9@l&.20 °C; an RE of 1.51%, 1.04%, 0.56% and 0.95%,
and an R2 of 0.63, 0.41, 0.80 and 0.81.

For the third period (from ¥5May to 10" August 2015), it was possible to validate the nlisgeerformance
for a longer period of days using 2107 hourly stefeemperature data, representing almost threehsofihe
mathematical indicators between the measured emdatied water surface values were very good WiltA&
of 0.45 °C, Rwas quite good (0.55) and the RE also presentgdge®d value (2.08%).

Mean absolute error (MAE) during all simulation ipes for water temperature varied between 0.150a48

°C and was similar to other three-dimensional metiglies. Soulignac et al. (2017) achieved valuesrange
between 0.25 and 2.34 °C for Lake Cretéil (surfea of 0,4 km2 and mean depth of 4.5 m,) usinglyou
temperature values at five depths (0.5, 1.5, 25%a8d 4.5 m). In Lake Yilong (surface area of 281 and
mean depth of 3.9 m), Zhao et al. (2013) obtainBd kzetween 0.65 and 0.74 calculated from measured dat
of 15 campaigns throughout one year, same rangerafalues (0.55 to 0.93). In Lake Minnetonka (maxm
depth of 25.0 m and surface area of 8.01 km?), &gjssand Hondzo (2010) obtained a R? between el a
0.98 using 6 months of bi-weekly measured profile'emperature for calibration and validation pdrio

Belico (2017) investigated the dynamic of the L&a@mpulha during rain events from 2011 to 2015 with
hourly measurements of water temperature at surdacke monthly vertical profiles. The unidimensional
modelling provided a Root Mean Square Error (RM&H).08 °C at surface. In our research, the RMSEda
between 0.15 and 0.65 °C.

In shallow lakes, water temperature plays an ingmntole which affects lake ecological behaviourefmal
stratification and a longer residence time of tlemwithin the lake can boost phytoplankton proiduac Due

to low turbulence, lake ecosystems can provideg¢hqeired conditions for phytoplankton species amdew
deterioration. Water mixing events have a majoraatpon vertical turbulence and temperature strectur
affecting phytoplankton and cyanobacteria develogm@6hnk et al., 2008). Thus, an understandingabér
circulation and its interference on water qualigais great importance (Li-Kun et al., 2017; Qialet2015;
Wu et al., 2015; Zbidiski and Ziemiska-Stolarska, 2017).

Khac et al. (2018), through high-frequency monitgrinoticed that cyanobacteria are one of the dantin
phytoplankton group in blooms episodes during Istikatification periods in Lake Champs-sur-Marnee Th
conditions for water column stratification are itdtBed by Huber et al. (2012) as an increase iridat
radiation and air temperature with a decrease muwpeed. Shimoda and Arhonditsis (2016) highlidkhet,

in freshwater, water temperature is an importaglegory factor for phytoplankton and cyanobactgriawth
rate. Rinke et al. (2009) concluded that light arder temperature are the main factors.

In this research for Lake Pampulha, it was noted the thermal amplitude of surface water impaleés t
thermal behaviour at deeper layers over time. Waidgace cooling during the night is less intermddwer
Dalton coefficients, which impacts the heat excleabgtween atmosphere and water. Therefore, thacgurf
water temperature remains warmer for a longer tnemylting in a heating behaviour at greater depths
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Despite using data from only one monitoring statimoalibrate the model and despite the limitatiowater
inflow temperatures measurements, the model wafulute understand and evaluate forcing changes
scenarios. The impact of the stream inflow on #servoir temperature was highlighted by showingdhang
higher discharge events, when the river temperé&wader than the lake water, it flows througkepler layers

of the lake. This contributes to the knowledge obaplex spatio-temporal dynamic of the lake hygirainic.

The Lake Pampulha water quality is severely comfsechand presents a hypoxia condition at the bottbm
the lake (Friese et al., 2010; von Sperling and @an2011). Current velocities in lakes are noryrlallv and
water residence is generally high. The water ctiweming from inflow, through the deeper layershef lake,
may help to renew and aerate the water and impaatdological status of the lake by affecting theient
upwelling fluxes and leverage sediment resuspermidrelease the nutrients from them, even at tilepth
and about 2 km from the inlet.

Using the model, it was possible to evaluate diffiérscenarios of inflow water under different weath
conditions and how these processes may impactkieeih different regions. Due to the importancevater
stratification and hydrodynamics on phytoplanktoovgh, these results may also help to understaredie)
blooms. The good results of the hydrodynamic madlelv, for the next steps, to study phytoplanktowl a
ecological dynamics by coupling the water qualitydule.

The good simulation results also indicate thattleteorological data, collected at a weather statioated 3
km from the lake (and from 9.5 km for the cloud eodata) reproduce well the meteorological cond#io
over the lake for majority of the time. Howevere therformance of the model may have been affeateda
high sensibility of the lake hydrodynamics to ertdrforcing, being affected by some discrepansash as
nebulosity and wind intensity and direction. Angtlsource of uncertainties was the inflow of water
temperature that was estimated using air temperatur

A good model performance was obtained using shiortilation period, which is suitable in terms of tri
dimensional computation time demanding and avaitgbof high-frequency time series. However, the
simulated periods were not realized for all seasbhe dry season was focalized because it is thiedeith
higher episodes of cyanobacteria blooms. Anotheitdtion of the research was to validate the modeig
just one measurement station that was in the mafdtee lake. However, four different depths werasured.
Concerning water stratification and mixing condiio our results could contribute to the knowledfjthe
complex behaviour of the lake. Even with our datatations, it is possible to conclude that ounutesfetch
important information of the thermal behaviour balow lake specificities.

These results, using high-frequency monitoring #mée-dimensional modelling, are promising to help
assessing the distribution of pollutants and notsien the lake, sedimentation and resuspensiocepses,
and for understanding algal blooms in shallow lakes

In this research, the use of a three-dimensiondtddynamic model was essential to understand trenthl
behaviour of a shallow tropical lake. Collaboratiogthe conclusions of Leon et al. (2011) and Gengl.
(2016) that three-dimensional modelling is requii@dsimulating complex lake behaviours.

The main results of the Lake Pampulha study site prasented in the “Thermal functioning of a trapic
reservoir assessed through three-dimensional nioglefind high-frequency monitoring” paper. It was
accepted in the Brazilian Journal of Water Resai(B8RH) (Annex 8.9).
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6. GENERAL CONCLUSIONS

In this research, two experimental study sites Wwerestigated: Lake Champs-sur-Marne, a small Aatiesv
urban lake in France, and Lake Pampulha, a medizea-and shallow urban reservoir in Brazil.

In the French lake, a three-dimensional hydrodynaamd ecological model was calibrated using high-
frequency measurements and used to simulate playtktpin and cyanobacteria biomass in different stena
The model was useful to better understand phyté&pdarincrease and decrease and cyanobacteria tiomas
space and time for short-term bloom events. Usigh-frequency measurements, it was possible tstegi
some rapid increases in total fluorescence. Nahigeall necessary data, mathematical models afelusels

to better understand phytoplankton behaviour icsad time by evaluating and simulating differgaather
scenarios and nutrient concentration conditionsval$ possible to take advantage to evaluate thepoat
features and spatial and temporal biomass behavjousing different modeling approaches (with amth@ut
coupling ecological module).

The coupled models also made it possible to ewaltra influence of hydrodynamics on the spatial and
temporal distribution of phytoplankton biomass. STtEpproach can also be used to improve specific
measurement campaigns. Knowing where scum is likeetyccur and accumulate may help in the challenge
of obtaining field data and study this phenomenon.

Current flow, measured at high-frequency throughC&Denabled an analysis of the influence of wateing

on the vertical column and the influence of windeosmall and shallow lake. The hydrodynamic modala
satisfactorily represent the time at which the waterrent reaches the higher values and its vértica
distribution. The measurements and the simulatimwsthat the lake does not have velocity stratiioca It
was shown that, for all three depths and for tlexage vertical profile, the velocity behaviour wasy similar
and presented a strong correlation with wind irtgnsé which wind intensity of 3.0 m/s may impattte
entire vertical column, therefore, being an impatta loco meteorological measurement.

Due to the great variability of hydrodynamic belwawviin shallow urban lakes and external drivingcés,
high-frequency monitoring coupled with a three-dmsienal model may help to achieve a system to catch
cyanobacterial bloom events and scum formationkiktito improve the network measurement and itebet
understanding the hydrodynamic of a lake and itferdint behaviour in specific regions of a lake nkie,
high-frequency monitoring and three-dimensional elliay corroborate for a clearer understanding of
phytoplankton and cyanobacteria concentrations.

Using high-frequency field data to demonstrate &ghethange in hydrodynamic behaviour has the pateoti
influence cyanobacterial blooms presents a coreliierchallenge. However, using three-dimensional
modeling, calibrated for specific points, indicatiest lake hydrodynamics are a key process thet@fspatial
and temporal biomass distribution in a shallow laRéherwise, using the results of modeling, sudggest
could be made to improve the current monitoringatmmns to better elucidate cyanobacteria behavibar.
complement field observations, remote sensing imaga also improve monitoring programs, espectally
evaluate lake heterogeneity.

In a more synthetic form, the Lake champs-sur-Maeseilts showed:

v High-frequency monitoring enables an analysis eftitgh temporal variation of biomass in the lake
and the influence of different external forces gdradynamic behaviour;
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The three-dimensional model Delft-3D was useful tie analysis of the influence of lake
hydrodynamics on phytoplankton concentrations gradial heterogeneity;

Alternation and duration of mixing and stratificati conditions and the complex hydrodynamic
functioning of the lake could be represented bytlinee-dimensional model;

The three-dimensional model can help to improve ladonitoring design, highlighting regions with
different behaviour;

Mathematical modelling is a great tool to simuldiéerent scenarios in cases where there are field
data gaps;

The measurements and simulations showed that th@dhynamics of Lake Champs-sur-Marne are
very unstable and dynamic. The lake reacts rapidtyintensely to meteorological forcing. However,
the three-dimensional hydrodynamic model was ableepresent these complex hydrodynamics
behaviour;

The measurements and simulations showed thatkbaltzes not have velocity stratification in terms
of power frequency. It was shown that, the velob#aviour was very similar and presented a strong
correlation with wind intensity, in which wind intsity of 3.0 m/s may impact the entire vertical
column, therefore, being an importémioco meteorological station.

In the Brazilian lake, a three-dimensional hydraaipic model was calibrated and validated using high-
frequency temperature measurements.

In a more synthetic form, the Lake Pampulha reshltsved:

v

v

The main sensitivity parameters to calibrate tleerttal behaviour of the lake are the Wind factor and
Dalton coefficient;

High-frequency measurement with hourly time stegadetect sudden changes of water temperature
with different amplitudes depending on the deptti asing three-dimensional model it was possible
to investigate the cause of sudden changes in dbertwemperature;

The three-dimensional model, associated with highjtfency measurement, showed that detecting
colder freshwater current and knowing the timeetggry throughout the deeper layer of the lake may
contribute to implement and leverage restoratichrigues and support water management for urban
lakes that have hypoxia condition at the bottortheflake;

A three-dimensional model could accurately repredtie alternation of stratification and mixing
conditions along all period simulated, allowing aegder analysis of a shallow tropical lake
hydrodynamics.

As shallow urban lakes have been the subject ofhmass study, this research could add important
contributions to knowledge about the influence yidredynamics on phytoplankton bahaviour in shaléow
urban lakes. It was shown that shallow lakes ang imstable and react strongly and rapidly to metkegical
forces. Phytoplankton biomass displays high heteiies in space and time that result in high derity

to be able to measure its behaviour. Using a teensional model, it was shown that hydrodynamleg

an important role to better understand algal bloams$ scum formation. This study shows that a catidar
and validated three-dimensional hydrodynamic armlogécal model using high-frequency monitoring is
essential for understanding water quality in slallwban lakes.
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8. ANNEX

8.1. Specific growth rate of Diatoms, Green and Microcyts

1.2 ' T LT T
g : 0 9.2 ]
= i " S ]
g 0Bk _~ Diatoms . ]
0 [ * o :
o = i - =, ]
= 3 0.4 %‘” Green algae E
o %, \
@ b AL |
o & o Microcystis \\x*_ql
D.D L —E—'_'_'_'_ | | i
10 20 a0

Temperature (°C)

Figure Al- Effect of temperature on the maximum specifiongtorates of Microcystis (blue line), diatoms
(red line), and green algae (green line) repretigatbor Lake Nieuwe Meer. Source: J6hnk et alQ&0
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8.2. Alert levels for toxic cyanobacteria in recreationhwaters
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8.3. Chlorophyll-a treatment
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8.4. ADCP settings for Lake of Champs-sur-Marne, France

Current time: 19/09/2016 13:14:20
Start at: 19/09/2016 13:17:00
Comment:

point B

Measurement interval (s): 180
Cell size (mm): 50

Orientation: UPLOOKING SHALLOW WATER
Distance to surface (m): 0.40
Pulse distance (m): 2.60

Profile range (m): 2.30

Horas. vel. range (m/s): 0.12

Vert. vel. range (m/s): 0.05
Number of cells: 46

Average interval (s): 30

Blanking distance (m): 0.200
Measurement load (%): 69
Samples per burst: N/A

Sampling rate (Hz): N/A

Compass up. rate (s): 30
Coordinate System: ENU

Speed of sound (m/s): MEASURED

Salinity (ppt): 0
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Analog input 1: NONE

Analog input 2: NONE

Analog input power out: DISABLED
File wrapping: OFF

Telltale: OFF

Acoustic modem: OFF

Serial output: OFF

Assumed duration (days): 30.0
Battery utilization (%): 112.0
Battery level (V): 11.8

Recorder size (MB): 185

Recorder free space (MB): 103.146
Memory required (MB): 8.3
Instrument ID: AQD 8495

Head ID: ASP 5446

Firmware version: 3.14 HR
AquaProHR Version 1.09

Copyright (C) Nortek AS
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8.5. FluoroProbe parameters
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o 110907.FLP

Data ] Graphics 1 ] Graphics 2
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Wwharm up
meazuring duration
measuring interval
LED measurnng time

LED meazuring interval

Switches

Common parameters | Parameters of measurement | Parameters of fit ]

20

10

1/10s

14105

v meazurement on pawer up

v power dowin after measurement

[~ send curent data via RS485

[V store results

o 110907.FLP

Data ] Graphics 1 ] Graphics 2 | Commoh parameters

LED= §end
Dv-value [1-5) 107 115 144 149 111 110
525 570 g10 530 470 (4%
req. value 3284 106,83 1173, £13.2 7R0.A 1m.7
Temperature fluor. senzor Pressure compenzation table for temp. fluor ALED e
aifset [ digits offset 0 digits 05 0364 1
gradient 0098 “Crdigits gradient 0020 bar/digits 510 0873 1
air pregzure 1000 mbar 1015 0382 1
Temperature LED sensor salivity D pu 12352 10,991 :II
D . "
of.fset cllgulsj , om0 102 .
gradient 0,035 °C/digits 2035 1041 1
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Temperature of sample 045 1,083 1
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Send

M easurement
" single
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O number. 1
Version

wergion and serial number

Wersion 2,50, Ser.Nr. 1906
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Figure A5 - FluoroProbe parameters




8.6. FluoroProbe usage protocol

1. Acquisition via l'autostart:
la sonde mesure enregistre les données qui semntltérieurement.
Ce mode permet de ne pas utiliser le PC sur leiteainsi que le cable de liaison pendant la mesure
Parametrize

» Brancher la sonde au céable de 25 m, relier I'aeteemité du cable au port USB de I'ordinateur via
le connecteur en Y.

e Ouvrir le logiciel FluoroProbe.
* Onglet Probe => set up port => COM6 => OK.
* Onglet Probe => test connection. FluoroProbe dbdheer “OK! Probe is ready”.
* Onglet Probe =>Battery Voltage :
L'acquisition peut se faire seulement si le voltagesupérieur a 12V .

» Lecture des parameters: Onglet Probe => get dataneters => parameters only

» Pour changer la fréquence d’acquisition des donnéisr dans common parameters. => Measuring
interval: changer le temps => send

* Pour effacer les anciennes données: Probe => Didéde
Mettre O si on veut toutes les effacer => Ok.

* Onglet Common parameters. Cocher toutes les casssitthes. => send

Sur le terrain
» Brancher l'autostart a la sonde pour démarrer ggistrement.

L'enlever pour arréter.

Répéter sur les n points de mesure
Récupération des données de la sonde vers le PC

-Via connexion entre sonde et PC

* Se connecter a la sonde (faire les 4 leres étapeardmétrage)

* Onglet Probe => get data / parameters => data araineters

» Corriger la pression atmosphérique pour une magta profondeur exacte en utilisant la fonction
‘set air pressure’ dans le menu

» Sauvegarde Onglet File => save as

- Via USB:

Relier la sonde a la clé USB grace a I'adaptaté&iB lAttendre que la lumiére s’allume puis s’éteigne
avant de la retirer.

Lire les données sur la clé (classement par date).
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2. Acquisition directe sur ordinateur
La sonde mesure et envoi en temps réel les dosuéés PC

Paramétrage & terrain

Brancher la sonde au céble de 25 m, relier I'aexteémité du cable au port USB de I'ordinateur via
le raccordeur.

Ouvrir le logiciel FluoroProbe.

Onglet Probe => set up port => COM6 => OK.

Onglet Probe => test connection. FluoroProbe dbireer “OK! Probe is ready”. Sinon, vérifier les
branchements.

Onglet Probe =>Battery Voltage :
Voltage > 12V => cliquer sur OK.
Voltage < 12V => brancher le chargeur entre leedlel 25 m et le raccordeur, ainsi qu’au secteur.

Lecture des parameters: Onglet Probe => get dataneters => parameters only

Pour changer la fréquence d’acquisition des donnaiesr dans common parameters. => Measuring
interval: changer le temps => send

Vérifier dans I'onglet common parameters que skslgleux derniers switches sont cochés. Sinon
les modifier => send

Onglet Probe => Start measurement. Une fenétreraippae rien toucher.
Se placer sur I'onglet data pour voir les relevés
Onglet Probe => Stop measurement.

Sauvegarde Onglet File => save as
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8.7. FluoroProbe Specifications
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Specifications
FluoroProbe

Measurands
Chiaraphyll
Measurement procedine
Resolution
Transmission
Waler temperature
Hoamsing matoreal
Weight
Drimensions (H x O
Vaitage

Battary capacity
Operating time
Memaory capacity

It face

Maxmmum diving depth

Options

Figure A6 — FluoroProbe Specifications Source: (BBE, 2012)

total chiorophyll [pg chi-afl]
0- 200 g chi-a/fl

spectral Tluoromtny

(.05 prg chi-afl

0= 100%:

-2 - #40°C

rainforced carban feeefVa 8 stae
4.5 kg

450 ¥ 140 mm

12V

3904 mih

10 he- 30 days

2 million datasets

R5485)

H5232 modem {optional)
0-100m

0= 300 m (extanded range 1)
0- 1000 m {extended range 2)

Workstation 25 (cuvette device)

transmission measurement, tamperature measurement

irstrurmend for benthic algae
POA werth softwars

2,10, 20, 30, 50, 70, 100 m cables
Flow-Thaough Linit
Hydro-Wiper
Protective Cage



8.8. Results of the hydrodynamic model
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Figure A7 - Measured and simulated temperature during 2300& to 30/06/2015 for Point B in Lake of

Champs-sur-Marne

.28 . T :
o Surface (0,5 m)
— 261 MAE=0.51°C -
= 24
2 oal i
é ool —Data {
@ — Model
= I I I

%08 25/06 27/06 20/06 01/07
825 Middle (1,5 m) ' '
= MAE = 0.42 °C
L 24 i
=}
©
o 22 .
g

1 1 1

08 25/06 27/06 29/06 01/07
%) 23 Bottom (25m) ' ' '
= MAE = 0.25 °C
g 22t .
=
o
T 21 .
5

1 1 1
%08 25/06 27/06 20/06 01/07
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ABSTRACT

Urban lakes and reservoirs provide important ecosystem services. However, their water quality is being affected by
anthropogenic pressures. The thermal regime is a strong driver of the vertical transport of nutrients, phytoplankton and
oxygen. Thermal stratification can modify biogeochemical processes. In this paper, a three-dimensional hydrodynamic model
was implemented and validated with high-frequency measurement of water temperature. The simulation results were in
agreement with the measurements. For all simulation petiod, the model performance was evaluated based on houtly values,
presenting a maximum RMSE of 0.65°C and Relative Error of 2.08%. The results show that high-frequency measurement
associated with a three-dimensional model could help to understand and identify the reasons for the changes in the thermal
condition of a shallow urban lake. The impact of the stream inflow on the temperature was highlighted, showing that during
higher discharge events, when the river temperature is colder than the lake water, it flows into the lake deeper layers. The
inflow water sank to the deeper layers where the lake morphology changes. The model showed an impact along the entire
lake, showing the importance of monitoring the inflow water temperatutre. This modelling tool could be further used to study
specific patterns of reservoir hydrodynamics.

Keywords: Reservoir hydrodynamics; Thermal regime; Lake Pampulha, 3D hydrodynamic model.

COMPORTAMENTO TERMICO EM UM LAGO TROPICAL URBANO AVALIADO
POR MODELAGEM TRIDIMENSIONAL E MONITORAMENTO EM ALTA
FREQUENCIA

RESUMO

Lagos e reservatérios urbanos fornecem importantes servigos ecossistémicos. Porém, a qualidade da 4gua esta
sendo afetada por diversas pressdes antropicas. O regime térmico é de particular importancia no transporte
vertical de nutrientes, fitoplancton e oxigénio. A estratificacdo térmica dos reservatérios pode modificar processos
biogeoquimicos. Nesse artigo, um modelo hidrodindmico tridimensional foi implementado e validado com
medi¢do de temperatura da agua em alta frequéncia. Os resultados das simulagées ficaram de acordo com os
dados medidos. Para todos os periodos simulados, o desempenho do modelo foi avaliado com base em valores
horarios, apresentando raiz quadrada do erro quadratico médio de 0,65°C e erro relativo de 2,08%. Os resultados
mostram que as medi¢oes de alta frequéncia associada ao modelo tridimensional ajudaram a compreender e
identificar as causas das alteragdes na condicio térmica de um lago urbano raso. O impacto de uma vazio afluente
na temperatura do reservatério foi evidenciado, mostrando que durante eventos de grandes vazdes, quando a
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temperatura do rio é mais fria que a temperatura do lago, ocorre o escoamento desta vazao pelas camadas mais
profundas. A vazao afluente submerge para camadas mais profundas onde a morfologia do lago se altera. O
modelo mostrou um impacto por todo o lago, mostrando assim a importancia de monitorar a temperatura da
agua afluente. Essa ferramenta numérica podera ser futuramente utilizada para estudos sobre padroes especificos
hidrodinamicos do reservatorio.

Palavras-chaves: Hidrodinamica de reservatorios, regime térmico, Lagoa da Pampulha, modelo hidrodinamico
tridimensional.
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INTRODUCTION

In urban areas, lakes and reservoirs provide many
ecosystem services. Environmental changes at a local scale,
within their watersheds, and at a global scale are affecting
the water quality and ecological functioning of urban lakes
(Birch and McCaskie, 1999; Friese et al., 2010; Li-Kun et al.,
2017), resulting in an increase in phytoplankton biomass
and the occurrence of potentially toxic cyanobacteria
blooms (Davidson et al,, 2016; Ho and Michalak, 2015;
Johnk et al., 2008; Whyte et al., 2014).

In lake ecosystems thermal stratification and a longer
residence time of the water can boost the phytoplankton
production (Jéhnk et al., 2008). Thermal stratification is of
particular significance in regulating the vertical transport of
nutrients, phytoplankton, and oxygen (Boegman et al., 2003;
Gongalves et al., 2016; Grimaud et al., 2017; Simpson et al.,
2015). Water temperature impacts phytoplankton
succession and community composition (Elliott, 2012;
Grimaud et al., 2017; J6hnk et al., 2008; Phlips et al., 2002;
Reynolds, 1998; Van Donk, 1984; Vincon-Leite and
Casenave, 2019). Wu et al. (2013) highlighted the need to
investigate the influence of short-term hydrodynamics on
cyanobacteria in shallow lakes, as the complex cyanobacteria
motion in natural water bodies is poorly understood. Thus,
understanding hydrodynamics and its interference on water
quality bears great importance and needs to be investigated
(Li-Kun et al, 2017; Qin et al,, 2015; Wu et al., 2015;
Zbicifiski and Zieminiska-Stolarska, 2017).

Most urban lakes are medium-size and shallow
(Birch and McCaskie, 1999; Gong et al., 2016). They may
react strongly and rapidly to external hydrological and
meteorological forcing, presenting many alternation periods
of thermal stratification and mixing. Thus, high-frequency
measurements are necessary to capture transient changes
and to help understanding the relationship between factors
that may impact ecological status. However, high-frequency
monitoring is rarely used, especially in urban lakes in tropical
regions.

Due to the complex interplay between ecological
and hydrodynamic processes in lakes, with high
heterogeneity in space and time, three-dimensional models
help in better understanding the processes involved (Gong
et al, 2016; Soulignac et al, 2017, 2018; Zbicifski and
Zieminska-Stolarska, 2017). Usually in hydrodynamic three-
dimensional ~models, hydrodynamic processes are
represented in a sub-model that provides water temperature
and velocity in time and space to an ecological sub-model.
Three-dimensional models are increasingly implemented to
better understand the lake ecosystem response to external
pressures, like climate forcing, nutrient loading, and
pollutant input (Aparicio Medrano et al., 2013; Chanudet et
al,, 2012; Soulignac et al., 2018; Vincon-Leite and Casenave,
2019; Yietal., 2016). Howevert, the use of three-dimensional
modelling in urban lakes is much less reported (Soulignac et
al., 2017), especially in tropical water bodies which are
subjected to distinct conditions of external forcing and may
present different responses compared to temperate water
bodies. Furthermore, the wuse of high-frequency
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measurements in three-dimensional modelling studies in
urban lakes is rarely found. Chanudet et al. (2012) used a
three-dimensional model with high-frequency water
temperature measurements in the shallow Nam Theun 2
Reservoir (Laos). However, the authors obtained high
errors between simulated and measurement values in the
reservoir deepest layer, especially during strong thermal
stratification events. Soulignac et al. (2017) used three-
dimensional model with high-frequency water temperature
measurements in the shallow Lake Créteil (France). The
authors could well represent the water temperature
dynamics over all depths. Jin et al. (2000) used three-
dimensional model with high-frequency water temperature
measurements in the shallow Lake Okeechobee (USA). The
authors obtained a considerable root mean square error of
water temperature of 9.18%. Jin et al. (2000) highlighted the
wind-induced wave and sediment deposition/resuspension.
However, none of them highlighted the impact of the
inflow water temperature. Belico (2017) wused a
unidimensional model in the lake Pampulha (study site of
the present article). The one-dimensional model could not
rightly simulate the temperature in the deeper layers of the
lake. Other modelling studies wetre previously applied to
Lake Pampulha (Silva, 2014; Silva et al, 2016, 2019)
however, none of them used three-dimensional modelling
with high-frequency measurement in different depths.

This paper presents a rare application of three-
dimensional modelling and water temperature high-
frequency measurements in a shallow and medium-size
tropical urban lake using hourly meteorological and inflow
data. The main objective of this study is to associate high
frequency ~ measurements  and  three-dimensional
hydrodynamic modelling in order to investigate the
influence, during thermal stratification periods, of inflow
water discharge and temperature and lake morphology on
the lake thermal behaviour.

MATERIALS AND METHODS
Study site

Lake Pampulha is a reservoir located in Belo
Horizonte, a city with 2.5 million inhabitants IBGE, 2014)
in the southeast of Brazil. Lake Pampulha and its modern
urban ensemble, was designed by the architect Oscar
Niemeyer and built in the 1940s. The climate characteristics
of the lake region are of tropical altitude type (CPRM, 2001)
and summarized in Table 8. Dry season occurs from April
to September. Annual mean inflow in Lake Pampulha is
1.30 m?*/s and 2-years return petiod inflow is 106.7 m?/s
(Campos, 2004, Table 9).

Located at an altitude of 801m, Lake Pampulha has
a surface area of approximately 2.0 km? and a volume of
about 10 million m? at 801 m (spillway crest) with a
residence time of 89 days (considering the annual mean
inflow). The lake is a shallow reservoir with a maximum
depth of 16 m and an average depth of 5 m. The lake has a
polymictic thermal regime, in which the thermal



stratification of the water column during a few days
alternates with mixing episodes. Lake Pampulha catchment,
composed of 8 main tributaries, has a surface area of about
98 km? (CPRM, 2001), with more than 70% urbanised
(Matos et al., 2017) and approximately 500,000 inhabitants.
Lake Pampulha was built for many purposes, including
drinking water supply. However, due to an intense
urbanisation process in the lake catchment from the 1970s
on, the lake water quality was severely compromised
resulting in a hypereutrophic reservoir, leading to the
interruption of drinking water provision from the 1980s,
with frequent cyanobacteria blooms (Silva, 2014) and
presenting a hypoxia condition at the bottom of the lake
(Friese et al., 2010; von Spetling and Campos, 2011).

In 2016, the lake has become a UNESCO World
Heritage site, which boosted public sector to seck for water
quality improvement actions. The municipality of Belo
Horizonte (PBH) committed to invest about R$ 30 million
to recover the water quality of Lake Pampulha over 12
months, starting from March 2016 (Diario Oficial do
Municipio, 2016). Phoslock® and Enzilimp® were applied
in the lake in order to remove phosphorus from the water
column and to reduce coliforms and the Biochemical
Oxygen Demand — BOD (Bargante et al., 2020). The
treatment was renewed for another year at the cost of about
R$ 16 million. Efforts to improve sanitation infrastructure
in the Pampulha catchment were also carried out aiming at
collecting 95% of sewage at an investment of R$ 875 million
from 2004 to 2016 (PMS, 2017).

Available data

Concerning the lake water inflow, since 2011
monitoring stations integrate a Hydrological Monitoring
System (Figure 42) operated by PBH (Siqueira et al., 2019).
Monitoring stations are present only on the two main
tributaries, Sarandi stream (station SARI8F, 2.8 km
upstream the lake), located at 19° 52’ 01” south and 44° O’
33” west and Ressaca stream (station RES17F, 2,0 km
upstream the lake), located at 19° 52’ 11” south and 43° 59°
577 west. These streams represent 70% of the reservoir
inflow (CPRM, 2001). These stations measure water level.
Nogueira (2015) determined the rating curves, i.e. the water
level x discharge relationship, for both streams at the
monitoring stations. In this study, the rating cutves were
used to obtain the inflow data from water level
measurements during the simulation period. The other
tributaries are not monitored. Thus, time series of the inflow
discharges were estimated by multiplying the inflow time
series of the reference stations by the ratio of each tributary
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catchment area divided by the catchment area of the
reference stations.

Inflow water temperature was monitored for a short
period of two months (April and May 2013) downstream
the confluence of Ressaca and Sarandi streams (Silva et al.,
2016). In this research we used houtly water inflow
temperature. Two methods to estimate hourly water inflow
temperature were evaluated. The first one was a linear
regression with air temperature, used in previous studies
(Chen and Fang, 2015; Hébert et al., 2015; Stefan and
Preud’homme, 1993). The second method was the Modified
Sine and Sinusoidal Wave Functions Model (MSSWT),
proposed by Chen and Fang (2016).

Hourly meteorological data (air temperature, air
humidity, wind intensity and direction, and cumulative
houtly solar radiation and precipitation) were provided by
the National Institute of Meteorology of Brazil INMET)
and used as uniform values in the computation domain. The
nearest automatic weather station (a521) is located inside the
campus of the Universidade Federal de Minas Gerais at 19° 53’
02” south and 43° 58 10” west, about 3 km from Lake
Pampulha (Figure 42). The cloud coverage data are recorded
at the meteorological station named Belo Horizonte (83587),
located at 19° 56’ 04 south and 43° 59’ 43” west, 9.5 km
from Lake Pampulha (Figure 42). This station provides
nebulosity data three times a day (Oh, 12h, and 18h) and
these values were linearly interpolated to hourly values for
simulation.

The most recent Lake Pampulha bathymetry was
measured by PBH in November 2014. Based on the
bathymetry data (Figure 43), the reservoir can be divided
into four regions: (i) the upstream channel of Ressaca and
Sarandi streams, (ii) an upstream very shallow region (about
1.5 m depth), (iii) a transition region, where the depth varies
from 1.5 m to almost 13 m, and (iv) a deeper region further
downstream. The inflow channel of the Ressaca and Sarandi
streams was represented as thin dams in the model. In
Delft3D-Flow, thin 